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in this tutorial

how to introduce 

semantics

in recommender systems?



Agenda

Why?

How?

What?

Why do we need intelligent information access?

Why do we need content?

Why do we need semantics?

How to introduce semantics?

Basics of Natural Language Processing

Encoding exogenous semantics (top-down approaches)

Encoding endogenous semantics (bottom-up approaches)

Recommender Systems based on Distributional Semantics

Recommender Systems on Entity Linking techniques

Recommender Systems based on Linked Open Data

Explaining Recommendations through Linked Open Data



Why?

Why do we need intelligent information access?





physiologically 

impossible 

to follow the information flow 

in real time



8

(Source: Adrian C.Ott, 

The 24-hour 

customer)

we can handle 

126 bits of 

information/day

we deal with 

393 bits of 

information/day

ratio: more than 3x



Information overload
(Appeared for the first time in «Future Shock» by Alvin Toffler, 1970)



Information overload
(Appeared for the first time in «Future Shock» by Alvin Toffler, 1970)



Information overload
(Appeared for the first time in «Future Shock» by Alvin Toffler, 1970)



Information overload

“It is not 

information 

overload.

It is filter failure”

Clay Shirky

talk @Web2.0 Expo



Challenge

To effectively cope with 

information overload 

we need to filter the information flow

We need technologies and algorithms for 
intelligent information access

… and we already have some evidence!



Intelligent Information Access

Information Retrieval (Search Engines)

success stories



Intelligent Information Access

Information Filtering (Recommender Systems)

success stories



• Help users in dealing with Information/Choice Overload
• Help to match users with items

Recommender Systems



Recommender Systems



Recommender Systems



Recommender Systems



Recommender Systems



Some definitions

 In its most common formulation, the recommendation 

problem is reduced to the problem of estimating 

ratings for the items that have not been seen by a user.

[G. Adomavicius and A. Tuzhilin. Toward the Next Generation of Recommender Systems: A survey 

of the State-of-the-Art and Possible Extension. TKDE, 2005.]

 Recommender Systems (RSs) are software tools and 

techniques providing suggestions for items to be of 

use to a user.  

[F. Ricci, L. Rokach, B. Shapira, and P. B. Kantor, editors. Recommender Systems Handbook. 

Springer, 2015.]



The Recommendation Problem

Estimate a utility function to automatically predict 
how much a user will like an item which is unknown to 
them.

Input

Set of users

Set of items

Utility function

𝑈 = {𝑢1, … , 𝑢𝑀}

𝑋 = {𝑥1, … , 𝑥𝑁}

𝑓:𝑈 × 𝑋 → 𝑅

∀ 𝑢 ∈ 𝑈, 𝑥𝑢
′ = arg𝑚𝑎𝑥𝑥∈𝑋 𝑓(𝑢, 𝑥)

Output



5 1 2 4 3 ?

2 4 5 3 5 2

4 3 2 4 1 3

3 5 1 5 2 4

4 4 5 3 5 2

T
h
e
 
M

a
t
r
i
x

T
i
t
a
n
i
c

I
 
l
o
v
e
 

s
h
o
p
p
i
n
g

A
r
g
o

L
o
v
e
 
A

c
t
u
a
l
l
y

T
h
e
 
h
a
n
g
o
v
e
r

Tommaso

Francesco

Vito

Walter

Cataldo

The Rating Matrix



5 ? ? 4 3 ?

2 4 5 ? 5 ?

? 3 ? 4 ? 3

3 5 ? 5 2 ?

4 ? 5 ? 5 2

T
h
e
 
M

a
t
r
i
x

T
i
t
a
n
i
c

I
 
l
o
v
e
 

s
h
o
p
p
i
n
g

A
r
g
o

L
o
v
e
 
A

c
t
u
a
l
l
y

T
h
e
 
h
a
n
g
o
v
e
r

Tommaso

Francesco

Vito

Walter

Cataldo

The Rating Matrix (in real world)

𝑠𝑝𝑎𝑟𝑠𝑖𝑡𝑦 = 1 −
|𝑅|

𝑋 ⋅ 𝑈



Ratings

Explicit

Implicit



Best Worst

Rating Prediction vs Ranking



Recommendation techniques

Content-based

Collaborative filtering

Demographic

Knowledge-based

Community-based

Hybrid recommender systems



Collaborative RS

Collaborative RSs recommend items to a user by 
identifying other users with a similar profile

Recommender

System

User 

profile

Users

Item7

Item15

Item11

…

Top-N 

Recommendations

Item1,  5

Item2,  1

Item5,  4

Item10, 5

….

….

Item1, 4

Item2,  2

Item5,  5

Item10, 3

….

Item1, 4

Item2,  2

Item5,  5

Item10, 3

….

Item1, 4

Item2,  2

Item5,  5

Item10, 3

….



Content-based RS

Recommender

System

User 

profile

Item7

Item15

Item11

…

Top-N 

Recommendations

Item1,  5

Item2,  1

Item5,  4

Item10, 5

….

Items

Item1

Item2

Item100

Item’s 

descriptions

….

CB-RSs recommend items to a user based on their description 
and on the profile of the user’s interests 



Knowledge-based RS

Recommend

er System

Item7

Item15

Item11

…

Top-N 

Recommendations

Items

Item1

Item2

Item100Item’s 

descriptions

….

KB-RSs recommend items to a user based on their description 
and domain knowledge encoded in a knowledge base

Knowledge-

base



Collaborative Filtering

Memory-based

 Mainly based on k-NN 

 Does not require any preliminary model building phase

Model-based

 Learn a predictive model before computing recommendations



User-based Collaborative 

Recommendation
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𝑠𝑖𝑚 𝑢𝑖 , 𝑢𝑗 =
 𝑥∈𝑋 𝑟𝑢𝑖,𝑥 − 𝑟𝑢𝑖

∗ 𝑟𝑗,𝑥 − 𝑟𝑢𝑗

 𝑥∈𝑋 𝑟𝑢𝑖,𝑥 − 𝑟𝑢𝑖

2
∗  𝑥∈𝑋 𝑟𝑢𝑗,𝑥 − 𝑟𝑢𝑗

2

Pearson’s correlation coefficient

Rate prediction

 𝑟 𝑢𝑖 , 𝑥
′

= 𝑟𝑢𝑖
+

 𝑢𝑗∈𝑁 𝑠𝑖𝑚 𝑢𝑖 , 𝑢𝑗 ∗ 𝑟𝑢𝑗,𝑥
′ − 𝑟𝑢𝑗

 𝑢𝑗∈𝑁 𝑠𝑖𝑚(𝑢𝑖 , 𝑢𝑗)

= 𝑋



User-based Collaborative 

Recommendation
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𝑠𝑖𝑚 𝑢𝑖 , 𝑢𝑗 =
 𝑥∈𝑋 𝑟𝑢𝑖,𝑥 − 𝑟𝑢𝑖

∗ 𝑟𝑗,𝑥 − 𝑟𝑢𝑗

 𝑥∈𝑋 𝑟𝑢𝑖,𝑥 − 𝑟𝑢𝑖

2
∗  𝑥∈𝑋 𝑟𝑢𝑗,𝑥 − 𝑟𝑢𝑗

2

Pearson’s correlation coefficient

Rate prediction

 𝑟 𝑢𝑖 , 𝑥
′ = 𝑟𝑢𝑖

+
 𝑢𝑗∈𝑁 𝑠𝑖𝑚 𝑢𝑖 , 𝑢𝑗 ∗ 𝑟𝑢𝑗,𝑥

′ − 𝑟𝑢𝑗

 𝑢𝑗∈𝑁 𝑠𝑖𝑚(𝑢𝑖 , 𝑢𝑗)

= 𝑋

average rating



k-Nearest Neighbors

k = 5

N

A neighborhood of 20 to 50 neighbors is a reasonable choice

[Herlocker et al. An empirical analysis of design choices in neighborhood-based collaborative filtering

algorithms, Information Retrieval 5 (2002), no. 4, 287–310.]



Item-based Collaborative 

Recommendation
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𝑠𝑖𝑚 𝑥𝑖 , 𝑥𝑗 =
𝑥𝑖 ⋅ 𝑥𝑗

|𝑥𝑖| ∗ |𝑥𝑗|
=

 𝑢 𝑟𝑢,𝑥𝑖
∗ 𝑟𝑢,𝑥𝑗

 𝑢 𝑟𝑢,𝑥𝑖
2 ∗  𝑢 𝑟𝑢,𝑥

2

Cosine Similarity

Rate prediction

 𝑟 𝑢𝑖 , 𝑥
′ =

 𝑥∈𝑋𝑢𝑖
𝑠𝑖𝑚  𝑥,  𝑥′ ∗ 𝑟𝑥,𝑢𝑖

 𝑥∈𝑋𝑢𝑖
𝑠𝑖𝑚  𝑥,  𝑥′

𝑠𝑖𝑚 𝑥𝑖 , 𝑥𝑗 =
 𝑢 𝑟𝑢,𝑥𝑖

−  𝑟𝑢 ∗ 𝑟𝑢,𝑥𝑗
−  𝑟𝑢

 𝑢 𝑟𝑢,𝑥𝑖
−  𝑟𝑢

2
∗  𝑢 𝑟𝑢,𝑥𝑗

−  𝑟𝑢
2

Adjusted Cosine Similarity

= 𝑋𝑢𝑖

Tommaso

Francesco

Vito

Walter

Cataldo



CF drawbacks

Sparsity / Cold-start

 New user

 New item

Grey sheep problem



Content-based RS

• Items are described in terms of attributes/features

• A finite set of values is associated to each feature

• Item representation is a (Boolean) vector



Content-based RS

CB-RSs try to recommend items similar* to those 
a given user has liked in the past

[M. de Gemmis et al. Recommender Systems Handbook. Springer. 2015]

Heuristic-based

 Usually adopt techniques borrowed from IR

Model-based

 Often we have a model for each user

(*) similar from a content-based perspective



CB drawbacks

Content overspecialization

Portfolio effect

Sparsity / Cold-start

 New user



Knowledge-based RS

Conversational approaches

Reasoning techniques

 Case-based reasoning

 Constraint reasoning



Hybrid recommender systems

[Robin D. Burke. Hybrid recommender systems: Survey and experiments. User Model. User-Adapt. Interact., 12(4):331–

370, 2002.]

Weighted

The scores (or votes) of several recommendation

techniques are combined together to produce a 

single recommendation. 

Switching

The system switches between recommendation

techniques depending on the current situation. 

Mixed

Recommendations from several different

recommenders are presented at the same time 

Feature combination

Features from different recommendation data 

sources are thrown together into a single 

recommendation algorithm. 

Cascade
One recommender refines the recommendations

given by another. 

Feature augmentation
Output from one technique is used as an input 

feature to another. 

Meta-level

The model learned by one recommender is used as

input to another. 



Evaluation: Dataset split

20%80%

…

hold-out

k-fold cross-validation

Training Set

Test Set (TS)



Evaluation Protocols

Rated test-items

All unrated items: compute a score for every item not

rated by the user (also items not appearing in the user

test set)



Evaluation: metrics for rating 

prediction

𝑴𝒆𝒂𝒏 𝑨𝒃𝒔𝒐𝒍𝒖𝒕𝒆 𝑬𝒓𝒓𝒐𝒓

𝑀𝐴𝐸 =
1

|𝑇𝑆|
∙  

𝑢,𝑥𝑖 ∈𝑇𝑆

|  𝑟𝑢,𝑥𝑖
− 𝑟𝑢,𝑥𝑖

|

𝑹𝒐𝒐𝒕 𝑴𝒆𝒂𝒏 𝑺𝒒𝒖𝒂𝒓𝒆𝒅 𝑬𝒓𝒓𝒐𝒓

𝑅𝑀𝑆𝐸 =
1

|𝑇𝑆|
∙  

𝑢,𝑥𝑖 ∈𝑇𝑆

(  𝑟𝑢,𝑥𝑖
− 𝑟𝑢,𝑥𝑖

)2

Drawback: not very suitable for top-N recommendation

 Errors in the highest part of the recommendation list 
are considered in the same way as the ones in the 
lowest part



Accuracy metrics for top-N 

recommendation

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 @ 𝑵

𝑃𝑢@𝑁 =
|𝐿𝑢 𝑁 ∩ 𝑇𝑆𝑢

+|

𝑁

𝑹𝒆𝒄𝒂𝒍𝒍 @ 𝑵

𝑅𝑢@𝑁 =
|𝐿𝑢 𝑁 ∩ 𝑇𝑆𝑢

+|

|𝑇𝑆𝑢
+|

𝒏𝒐𝒓𝒎𝒂𝒍𝒊𝒛𝒆𝒅 𝑫𝒊𝒔𝒄𝒐𝒖𝒏𝒕 𝑪𝒖𝒎𝒖𝒍𝒂𝒕𝒊𝒗𝒆 𝑮𝒂𝒊𝒏 @ 𝑵

𝑛𝐷𝐶𝐺𝑢@𝑁 =
1

𝐼𝐷𝐶𝐺@𝑁
 

𝑘=1

𝑁
2𝑟𝑢,𝑘 − 1

log2(1 + 𝑘)

Lu N is the recommendation list 
up to the N-th element

TSu
+ is the set of relevant test 

items for u

IDCG@N indicates the score 
Obtained by an ideal ranking of Lu N



Is all about precision?

Novelty

 Recommend items in the 
long tail

Diversity

 Avoid to recommend only
items in a small subset of 
the catalog

 Suggest diverse items in 
the recommendation list

Serendipity

 Suggest unexpected but
interesting items



Is all about precision?

𝑬𝒏𝒕𝒓𝒐𝒑𝒚 − 𝑩𝒂𝒔𝒆𝒅 𝑵𝒐𝒗𝒆𝒍𝒕𝒚

𝐸𝐵𝑁𝑢@𝑁 = −  

𝑥∈𝐿𝑢(𝑁)

𝑝𝑖 ⋅ log2 𝑝𝑖

𝑝𝑖 =
| 𝑢 ∈ 𝑈 𝑥 𝑖𝑠 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑡𝑜 𝑢 }|

|𝑈|

𝑰𝒏𝒕𝒓𝒂 − 𝑳𝒊𝒔𝒕 𝑫𝒊𝒗𝒆𝒓𝒔𝒊𝒕𝒚

𝐼𝐿𝐷𝑢@𝑁 =
1

2
⋅  

𝑥𝑖∈𝐿𝑢 𝑛

 

𝑥𝑗∈𝐿𝑢 𝑁

1 − 𝑠𝑖𝑚 𝑥𝑖 , 𝑥𝑗

𝐼𝐿𝐷@𝑁 =
1

|𝑈|
⋅  

𝑢∈𝑈

𝐼𝐿𝐷𝑢@𝑁

𝑨𝒈𝒈𝒓𝒆𝒈𝒂𝒕𝒆 𝑫𝒊𝒗𝒆𝒓𝒔𝒊𝒕𝒚

𝐴𝐷𝑖𝑛@𝑁 =
| 𝑢∈𝑈 𝐿𝑢(𝑁) |

|𝑋|



Why?
Why do we need content?



Why do we need content?

Several Recommender Systems 

perfectly work without using any

content! (e.g.Amazon)

Collaborative Filtering and Matrix 

Factorization are state of the art 

techniques for implementing

Recommender Systems

(ACM RecSys 2009, 

by Neflix Challenge winners)



Why do we need content?

Content can tackle some issues of collaborative filtering



Why do we need content?

Collaborative Filtering issues: sparsity



Why do we need content?

Collaborative Filtering issues: new item problem

?



Why do we need content?

Collaborative Filtering: lack of transparency!

Why?



Why do we need content?

Collaborative Filtering: poor explanations!

Who knows the «customers who bought…»?



Why do we need content?

Because a relevant part of the information spread 

on social media is content!

And social media really matter



Because a relevant part of the information spread 

on social media is content!



can be considered as novel data silos

Social Media



Social Media

information about preferences



information about 

People feelings and connections

Social Media



changed the rule for 

user modeling and 

personalization

Social Media



Recap #1

Why do we need content?

 In general: to extend and improve user modeling

 To exploit the information spread on social media

 To overcome typical issues of collaborative filtering

and matrix factorization



Why?
Why do we need semantics?



Why do we need semantics?

A deep comprehension of the information conveyed by 

textual content is crucial to improve the quality of user 

profiles and the effectiveness of intelligent information 

access platforms.



Why do we need semantics?

…some scenarios can be more convincing 

(But we need some basics, before)



Basics: Content-based RecSys (CBRS)

P. Lops, M. de Gemmis, G. Semeraro. Content-based recommender Systems: State of the Art and Trends. In: P. Kantor, F. 

Ricci, L. Rokach, B. Shapira, editors, Recommender Systems Hankbook: A complete Guide for Research Scientists & 

Practitioners



P. Lops, M. de Gemmis, G. Semeraro. Content-based recommender Systems: State of the Art and Trends. In: P. Kantor, F. 

Ricci, L. Rokach, B. Shapira, editors, Recommender Systems Hankbook: A complete Guide for Research Scientists & 

Practitioners

Basics: Content-based RecSys (CBRS)



Basics: Content-based RecSys (CBRS)

user profile items

Recommendation are 

generated by 

matching the features 

stored in the user 

profile with those 

describing the items

to be recommended.



Basics: Content-based RecSys (CBRS)

user profile items

Recommendation are 

generated by 

matching the features 

stored in the user 

profile with those 

describing the items

to be recommended.
X



Lack of Semantics in User Models

“I love turkey. It’s my choice 

for these #holidays!

Social Media can be helpful to avoid cold start



Lack of Semantics in User Models

“I love turkey. It’s my choice 

for these #holidays!

..but pure content-based representations 

can’t handle polysemy



Lack of Semantics in User Models

“I love turkey. It’s my choice 

for these #holidays!

Pure Content-based Representation can easily drive a 
recommender systems towards failures!

?



Lack of Semantics in User Models

AI is a branch of 

computer science

doc1

the 2011 

International Joint 

Conference on 

Artificial

Intelligence will 

be held in Spain

doc2

apple launches a 

new product…

doc3

multi-word concepts

…is not only about polysemy

artificial 0.11

intelligence 0.12

apple 0.20

AI 0.18

…

?

Book recommendation

USER PROFILE



AI is a branch of 

computer science

doc1

the 2011 

International Joint 

Conference on 

Artificial

Intelligence will 

be held in Spain

doc2

apple launches a 

new product…

doc3

artificial 0.11

intelligence 0.12

apple 0.20

AI 0.18

…

USER PROFILE

synonymy

Lack of Semantics in User Models

…is not only about polysemy

?

Book recommendation

Most of the preferences regard AI, 

but due to synonymy «apple» is the 

most relevant feature in the profile



italian

english

Lack of Semantics in CBRS



Lack of Semantics in CBRS

user profile items

Italian-language 

news about 

basketball

English-language 

news about 

basketball



Lack of Semantics in CBRS

user profile items

Italian-language 

news about 

basketball

English-language 

news about 

basketball

It is likely that the 

algorithm is not able

to suggest a 

(relevant) english

news since no 

overlap between

the features

occurs!

X



Lack of Semantics in CBRS

user profile items

Italian-language 

news about 

basketball

English-language 

news about 

basketball

It is likely that the 

algorithm is not able

to suggest a 

(relevant) english

news since no 

overlap between

the features

occurs!

X



Recap #2

 In general: to improve

content representation in 

intelligent information 

access platforms

 To avoid typical issues of 

natural language 

representations (polysemy, 

synonymy, etc.)

 To better model user 

preferences

 To better understand the 

information spread on social 

media

 To provide multilingual

recommendations

Why do we need semantics?

Becuase language is

inherently ambiguous



How?

How to introduce semantics?



Information Retrieval and Filtering

Two sides of the same coin (Belkin&Croft,1992)

Information

Retrieval

information need expressed 

through a query

goal: retrieve information 

which might be relevant

to a user 

Information

Filtering 

information need expressed 

through a user profile

goal: expose users to only 

the information that is 

relevant to them, 

according to personal profiles

[Belkin&Croft, 1992] Belkin, Nicholas J., and W. Bruce Croft. 

"Information filtering and information retrieval: Two sides of the same 

coin?." Communications of the ACM 35.12 (1992): 29-38.

It’s all about searching!



Information Retrieval and Filtering

Two sides of the same coin (Belkin&Croft,1992)

techniques for semantics-aware content

representation and semantic user modeling

can be easily borrowed from Information Retrieval
area (and viceversa!)



Search (and Content-based Recommendation) 

is not so simple as it might seem

Meno: and how will you enquire, Socrates, into that

which you do not know? What will you put forth

as the subject of enquiry? And if you find what

you want, how will you know that this is the

thing you did not know?

Socrates: I know, Meno, what you mean; but just

see what a tiresome dispute you are introducing.
You argue that a man cannot search either

for what he knows or for what he does not

know; if he knows it, there is no need to search;

and if not, he cannot; he does not know the very

subject about which he is to search.

Plato Meno 80d-81a

http://www.gutenberg.org/etext/1643
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Meno’s Paradox of Inquiry: 



Meno’s question at our times: 

the “vocabulary mismatch” problem (revisited)

How to discover the concepts that connect us to the 

the information we are seeking (search task) or we want 

to be exposed to (recommendation and user modeling 

tasks) ?
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Meno’s question at our times: 

the “vocabulary mismatch” problem (revisited)

How to discover the concepts that connect us to the 

the information we are seeking (search task) or we want 

to be exposed to (recommendation and user modeling 

tasks) ?

91

We need to better understand

and represent the content

We need some «intelligent» support

(as intelligent information access

technologies)



…before semantics

some basics

of Natural Language Processing (NLP) 



How?

basics of NLP and keyword-based representations



Scenario

Pierpaolo really loves the movie «The Matrix», and he asks a content-based

recommender system for some suggestions.

How can we feed the algorithm with some textual features related to the movie 

to build a (content-based) profile and provide recommendations?

?

Question

Recommendation

Engine



Scenario

(Wikipedia page)

the plot can be a rich source of content-based features



Scenario

(Wikipedia page)

…but we need to properly process it through a pipeline of 

Natural Language Processing techniques

the plot can be a rich source of content-based features



Basic NLP operations

o normalization strip unwanted characters/markup (e.g. 

HTML/XML tags, punctuation, numbers, etc.)

o tokenization break text into tokens

o stopword removal exclude common words having 

little semantic content  

o lemmatization reduce inflectional/variant forms to base 

form (lemma in the dictionary), e.g. am, are, is  be

o stemming reduce terms to their “roots”, e.g. automate(s), 

automatic, automation all reduced to automat



Example

The Matrix is a 1999 American-Australian neo-noir

science fiction action film written and directed by the

Wachowskis, starring Keanu Reeves, Laurence

Fishburne, Carrie-Anne Moss, Hugo Weaving, and Joe

Pantoliano. It depicts a dystopian future in which reality

as perceived by most humans is actually a simulated

reality called "the Matrix", created by sentient machines

to subdue the human population, while their bodies' heat

and electrical activity are used as an energy source.

Computer programmer "Neo" learns this truth and is

drawn into a rebellion against the machines, which

involves other people who have been freed from the

"dream world".
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The Matrix is a 1999 American-Australian neo-noir

science fiction action film written and directed by the

Wachowskis, starring Keanu Reeves, Laurence

Fishburne, Carrie-Anne Moss, Hugo Weaving, and Joe

Pantoliano. It depicts a dystopian future in which reality

as perceived by most humans is actually a simulated

reality called "the Matrix", created by sentient machines

to subdue the human population, while their bodies' heat

and electrical activity are used as an energy source.

Computer programmer "Neo" learns this truth and is

drawn into a rebellion against the machines, which

involves other people who have been freed from the

"dream world".

Example

normalization



Example

The Matrix is a 1999 American Australian neo noir

science fiction action film written and directed by the

Wachowskis starring Keanu Reeves Laurence Fishburne

Carrie Anne Moss Hugo Weaving and Joe Pantoliano It

depicts a dystopian future in which reality as perceived

by most humans is actually a simulated reality called the

Matrix created by sentient machines to subdue the

human population while their bodies heat and electrical

activity are used as an energy source Computer

programmer Neo learns this truth and is drawn into a

rebellion against the machines which involves other

people who have been freed from the dream world

tokenization



Tokenization issues

compound words

o science-fiction: break up hyphenated sequence?  

o Keanu Reeves: one token or two?  How do you decide it is one 

token?

numbers and dates

o 3/20/91 Mar. 20, 1991 20/3/91

o 55 B.C.

o (800) 234-2333



Tokenization issues

language issues

o German noun compounds not segmented

Lebensversicherungsgesellschaftsangestellter means 

life insurance company employee

o Chinese and Japanese have no spaces between words (not always 

guaranteed a unique tokenization)

莎拉波娃现在居住在美国东南部的佛罗里达

o Arabic (or Hebrew) is basically written right to left, but with certain items like 

numbers written left to right

Algeria achieved its independence in 1962 after 132 years of French 

occupation
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stopword removal

The Matrix is a 1999 American Australian neo noir

science fiction action film written and directed by the

Wachowskis starring Keanu Reeves Laurence Fishburne

Carrie Anne Moss Hugo Weaving and Joe Pantoliano It

depicts a dystopian future in which reality as perceived

by most humans is actually a simulated reality called the

Matrix created by sentient machines to subdue the

human population while their bodies heat and electrical

activity are used as an energy source Computer

programmer Neo learns this truth and is drawn into a

rebellion against the machines which involves other

people who have been freed from the dream world



Example

The Matrix is a 1999 American Australian neo noir

science fiction action film written and directed by the

Wachowskis starring Keanu Reeves Laurence Fishburne

Carrie Anne Moss Hugo Weaving and Joe Pantoliano It

depicts a dystopian future in which reality as perceived

by most humans is actually a simulated reality called the

Matrix created by sentient machines to subdue the

human population while their bodies heat and electrical

activity are used as an energy source Computer

programmer Neo learns this truth and is drawn into a

rebellion against the machines which involves other

people who have been freed from the dream world

stopword removal



Example

The Matrix is a 1999 American Australian neo noir

science fiction action film written and directed by the

Wachowskis starring Keanu Reeves Laurence Fishburne

Carrie Anne Moss Hugo Weaving and Joe Pantoliano It

depicts a dystopian future in which reality as perceived

by most humans is actually a simulated reality called the

Matrix created by sentient machines to subdue the

human population while their bodyies heat and electrical

activity are used as an energy source Computer

programmer Neo learns this truth and is drawn into a

rebellion against the machines which involves other

people who have been freed from the dream world

lemmatization



Example

Matrix 1999 American Australian neo noir science fiction

action film write direct Wachowskis star Keanu Reeves

Laurence Fishburne Carrie Anne Moss Hugo Weaving

Joe Pantoliano depict dystopian future reality perceived

human simulate reality call Matrix create sentient

machine subdue human population body heat electrical

activity use energy source Computer programmer Neo

learn truth draw rebellion against machine involve people

free dream world

next step: to give a weight to each feature

(e.g. through TF-IDF)



Weighting features: TF-IDF

terms frequency – inverse document 

frequency best known weighting scheme in information retrieval. 

Weight of a term as product of tf weight and idf weight

tf number of times the term occurs in the document

idf depends on rarity of a term in a collection

tf-idf increases with the number of occurrences within a 

document, and with the rarity of the term in the collection.

)df/log()tflog1(w ,, tdt N
dt





Example

Matrix 1999 American Australian neo noir science fiction

action film write direct Wachowskis star Keanu Reeves

Laurence Fishburne Carrie Anne Moss Hugo Weaving

Joe Pantoliano depict dystopian future reality

perceived human simulate reality call Matrix create

sentient machine subdue human population body heat

electrical activity use energy source Computer

programmer Neo learn truth draw rebellion against

machine involve people free dream world

green=high IDF

red=low IDF



The Matrix representation

a portion of Pierpaolo’s

content-based profile
Matrix

1999

American

Australian

fiction

…

world

keywords

science

Hugo



Vector Space Model (VSM)

given a set of n features (vocabulary)

f = {f
1
, f

2
,..., f

n
} 

given a set of M items, each item I

represented as a point in a 
n-dimensional vector space

I = (w
f1

,.....w
fn

) 

wfi is the weight of feature i in the item



Similarity between vectors

cosine similarity 
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dot product unit vectors



The Matrix representation

Matrix

1999

American

Australian

fiction

…

world

keywords

a portion of Pierpaolo’s

content-based profile

given a content-based profile, we
can easily build a basic

recommender system through

Vector Space Model and 

similarity measures

science

Hugo



Basic Content-based Recommendations

o documents represented as vectors

o features identified through NLP operations

o features weigthed using tf-idf

o cosine measure for computing similarity 

between vectors



Drawbacks

a portion of Pierpaolo’s

content-based profile

Recommendation: 

Notre Dame de Paris, 

by Victor Hugo

Basic Content-based Recommendations

Why?

Entities as «Hugo 

Weaving» were not

modeled

Matrix

1999

American

Australian

fiction

…

world

science

Hugo



Drawbacks

Basic Content-based Recommendations

Why?

More complex concepts

as «science fiction» were

not modeled as single 

features

Recommendation: 

The March of Penguins

Matrix

1999

American

Australian

fiction

…

world

science

Hugo

a portion of Pierpaolo’s

content-based profile



Vision

Basic Content-based Recommendations



Vision

Basic Content-based Recommendations

XX
Bad recommendations



Recap #3

 Natural Language Processing 

techniques necessary to build a 

content-based profile

 basic content-based

algorithms can be easily built

through TF-IDF

 keyword-based representation

too poor and can drive to bad

modeling of preferences (and 

bad recommendations)

 we need to shift from 
keywords to concepts

basics of NLP and keyword-based representation



How?

Semantics-aware Content Representation



Semantic representations



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

top-down 

approaches based on the 

integration of external 

knowledge for 

representing content. Able to 
provide the linguistic, 

cultural and backgroud

knowledge in the 

content representation



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

top-down 

approaches based on the 

integration of external 

knowledge for 

representing content. Able to 
provide the linguistic, 

cultural and backgroud

knowledge in the 

content representation

bottom-up 

approaches that determine 

the meaning of a word 

by analyzing the rules of its 
usage in the context of 

ordinary and concrete 

language behavior



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to

a knowledge graph



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Word Sense 

Disambiguation

Entity 

Linking …….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the item to

a knowledge graph



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Ontologies Linked 

Open Data

Introduce semantics 

by linking 

the Item to 

a knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



How?
Encoding exogenous semantics

(top-down approaches)



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Word Sense 

Disambiguation

Entity 

Linking …….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking the 

Item to a 

knowledge graph



Apple     Computer iPhone

Word Sense Disambiguation (WSD)

using linguistic knowledge base

WSD selects the proper meaning, i.e. sense, for a word in 

a text by taking into account the context in which it occurs

#12567: computer brand #22999: fruit

Dictionaries, Ontologies, e.g. WordNetSense Repository

Apple

context

Giovanni Semeraro, Marco Degemmis, Pasquale Lops, Pierpaolo Basile: Combining Learning and Word Sense 

Disambiguation for Intelligent User Profiling. IJCAI 2007: 2856-2861



Apple     Computer iPhone

Word Sense Disambiguation (WSD)

using linguistic knowledge base

WSD selects the proper meaning, i.e. sense, for a word in 

a text by taking into account the context in which it occurs

#12567: computer brand #22999: fruit

Dictionaries, Ontologies, e.g. WordNetSense Repository

Apple

context

Giovanni Semeraro, Marco Degemmis, Pasquale Lops, Pierpaolo Basile: Combining Learning and Word Sense 

Disambiguation for Intelligent User Profiling. IJCAI 2007: 2856-2861



Sense Repository

WordNet groups words into sets of synonyms called synsets

It contains nouns, verbs, adjectives, adverbs

Word 
Meanings

Word Forms

F1 F2 F3 … … Fn

M1 V(1,1) V(2,1)

M2 V(2,2) V(3,2)

M3

M…

Mm V(m,n)

Synonym

word forms

(synset)

polysemous word:

disambiguation needed

WordNet semantic network [*]

[*] Miller, George A. "WordNet: a lexical database for 

English." Communications of the ACM 38.11 (1995): 39-41.

https://wordnet.princeton.edu

https://wordnet.princeton.edu/


an example of synset

Sense Repository

WordNet semantic network 

https://wordnet.princeton.edu

https://wordnet.princeton.edu/


Sense Repository

WordNet Hierarchies

WordNet semantic network 

https://wordnet.princeton.edu

https://wordnet.princeton.edu/


Word Sense Disambiguation

State of the art: JIGSAW algorithm [*]

Input

o D = {w
1
, w

2
, …. , w

h
} document

Output

o X = {s
1
, s

2
, …. , s

k
} (kh)

– Each si obtained by disambiguating wi based on the context 

of each word

– Some words not recognized by WordNet 

– Groups of words recognized as a single concept

[*] Basile, P., de Gemmis, M., Gentile, A. L., Lops, P., & Semeraro, G. (2007, June). UNIBA: 

JIGSAW algorithm for word sense disambiguation. InProceedings of the 4th International 

Workshop on Semantic Evaluations (pp. 398-401). Association for Computational Linguistics.



How to use WordNet for WSD? 

Semantic similarity between synsets inversely 
proportional to their distance in the WordNet IS-A 
hierarchy

Path length similarity between synsets used to assign 
scores to synsets of a polysemous word in order to 
choose the correct sense

Placental mammal

Carnivore Rodent

Feline, felid

Cat
(feline mammal)

Mouse
(rodent)

1

2

3 4

5

JIGSAW WSD algorithm



SINSIM(cat,mouse) =

-log(5/32)=0.806

Placental mammal

Carnivore Rodent

Feline, felid

Cat
(feline mammal)

Mouse
(rodent)

1

2

3 4

5

Leacock-Chodorow similarity

Synset semantic similarity



w = cat 

C = {mouse}white hunt mousecat

mousecat mouse

02244530: any of 

numerous small 

rodents…

03651364: a hand-

operated electronic 

device …

cat

“The white cat is hunting the mouse”

02037721: feline 

mammal…

00847815: 

computerized axial 

tomography…

T={02244530,03651364W
cat

={02037721,00847815} T={02244530,03651364}W
cat

={02037721,00847815}

JIGSAW WSD algorithm



w = cat 

C = {mouse}white hunt

cat mouse

02244530: any of 

numerous small 

rodents…

03651364: a hand-

operated electronic 

device …

cat

“The white cat is hunting the mouse”

02037721: feline 

mammal…

00847815: 

computerized axial 

tomography…

0.107

0.0

0.0

0.8060.8060.806

T={02244530,03651364}W
cat

={02037721,00847815}

JIGSAW WSD algorithm



through WSD can we obtain a

semantics-aware representation 

of textual content



Synset-based representation

{09596828} American -- (a native or inhabitant of the United States)

{06281561} fiction -- (a literary work based on the imagination and not necessarily on fact)

{06525881} movie, film, picture, moving picture, moving-picture show, motion picture, 

motion-picture show, picture show, pic, flick -- (a form of entertainment that enacts a story… 

{02605965} star -- (feature as the star; "The movie stars Dustin 

Hoffman as an autistic man")



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

through WSD we process the textual

description of the item and we obtain a

semantics-aware

representation of the item as

output

keyword-based features replaced

with the concepts (in this

case WordNet synsets) they refer to

Matrix

1999

American

Australian

fiction

…

world

keywords

science

Hugo



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

fiction

…

world

keywords

science

Hugo

http://multiwordnet.fbk.eu/english/

potentially

language-independent representation

it depends on the WSD algorithm and 
on the languages encoded in the 

lexical resource

Multilingual Lexical

Resource

http://multiwordnet.fbk.eu/english/


…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Word Sense Disambiguation
recap

polysemy and synonymy

effectively handled

classical NLP techniques helpful to 

remove further noise (e.g. 

stopwords)

potentially language-independent

entities (e.g. Hugo Weaving) 

still not recognized

Matrix

1999

American

Australian

fiction

…

world

keywords

science

Hugo



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Word Sense 

Disambiguation

Entity 

Linking

Introduce semantics 

by linking the item 

itself to a 

knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts



• Basic Idea

• Input: free text

• e.g. Wikipedia 

abstract

• Output: 

identification of 

the entities

mentioned in the 

text and linking to 

a knowledge base

Entity Linking Algorithms



Why Entity Linking?

because we need to identify the entities
mentioned in the textual description

to better catch user preferences and information needs

… and many more

Several state-of-the-art implementations are already available



Entity Linking Algorithms

OpenCalais

http://www.opencalais.com/opencalais-api/

http://www.opencalais.com/opencalais-api/


…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords entities

…



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords entities

…

entities are correctly

recognized and modeled

partially multilingual

(entities are inherently multilingual, 

but other concepts aren’t)

common sense and abstract

concepts now ignored



very transparent and human-readable content representation

non-trivial NLP tasks automatically performed

(stopwords removal, n-grams identification, named entities recognition and 

disambiguation)

Entity Linking Algorithms

Tag.me

https://tagme.d4science.org/tagme/

Output

https://tagme.d4science.org/tagme/


each entity identified in the content can be a feature of a 

semantics-aware content representation 

based on entity linking

Entity Linking Algorithms

Tag.me

https://tagme.d4science.org/tagme/

Output

https://tagme.d4science.org/tagme/


Advantage #1: several common sense

concepts are now identified

Entity Linking Algorithms

Tag.me

https://tagme.d4science.org/tagme/

Output

https://tagme.d4science.org/tagme/


Output

Advantage #2: each entity is a reference

to a Wikipedia page

http://en.wikipedia.org/wiki/The_Wachowskis

not a simple textual feature!

Entity Linking Algorithms

Tag.me

https://tagme.d4science.org/tagme/

http://en.wikipedia.org/wiki/The_Wachowskis
https://tagme.d4science.org/tagme/


We can enrich this entity-based representation 

by exploiting the Wikipedia categories’ tree

Entity Linking Algorithms

Tag.me + Wikipedia Categories

https://tagme.d4science.org/tagme/

https://tagme.d4science.org/tagme/


We can enrich this entity-based representation 

by exploiting the Wikipedia categories’ tree

Entity Linking Algorithms

Tag.me + Wikipedia Categories

https://tagme.d4science.org/tagme/

https://tagme.d4science.org/tagme/


final representation
of items obtained by 

merging entities

identified in the text with 

the (most relevant) 

Wikipedia 

categories each 

entity is linked to

+entities wikipedia categoriesfeatures =

Entity Linking Algorithms

Tag.me + Wikipedia Categories

https://tagme.d4science.org/tagme/

https://tagme.d4science.org/tagme/


…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords Wikipedia pages

…



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords Wikipedia pages

…

through TAG.ME we are 

able to represent an 

item in terms of a 

set of Wikipedia 

pages

we can further enrich

the representation 

with new features, 

as the Wikipedia 

categories



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords Wikipedia pages

…

entities recognized and 

modeled (as in OpenCalais)

Wikipedia-based representation: 

some common sense terms

included, and new interesting

features (e.g. «science-fiction 

director) can be generated

terms without a Wikipedia 

mapping are ignored



traditional 

resources

collaborative 

resources

o manually curated by experts

o available for a few languages

o difficult to maintain and update

o collaboratively built by the crowd

o highly multilingual

o up-to-date

Entity Linking Algorithms

Babelfy

http://babelfy.org/

http://babelfy.org/




BabelNet: network of concepts



Entity Linking Algorithms

Babelfy

http://babelfy.org/

we have both Named Entities and Concepts!

http://babelfy.org/


Entity Linking Algorithms

Babelfy

http://babelfy.org/

http://babelfy.org/


Entity Linking Algorithms

Babelfy

http://babelfy.org/

http://babelfy.org/


…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords Babel synsets

…



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

Matrix

1999

American

Australian

neo

science

fiction

…

world

keywords Babel synsets

…

entities recognized and 

modeled (as in OpenCalais

and Tag.me)

Wikipedia-based representation: 

some common sense terms

included, and new interesting

features (e.g. «science-fiction 

director) can be generated

includes linguistic knowledge

and is able to disambiguate terms

also multilingual!



Recap #4

o «Exogenous» techniques use 

external knowledge sources to inject

semantics

o Word Sense Disambiguation

algorithms process the textual

description and replace keywords with 

semantic concepts (as synsets)

o Entity Linking algorithms focus on 

the identification of the entities. Some 

recent approaches also able to identify

common sense terms

o Combination of both

approaches is potentially the 

best strategy

encoding exogenous semantics

by processing textual descriptions



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Ontologies Linked 

Open Data

Introduce semantics 

by linking the 

Item to a 

knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts



Direct Item Linking

V. C. Ostuni et al., Sound and Music Recommendation with Knowledge Graphs. ACM Transactions on Intelligent 

Systems and Technology (TIST) – 2016 – http://sisinflab.poliba.it/publications/2016/OODSD16/

http://sisinflab.poliba.it/publications/2016/OODSD16/


Direct item Linking

dbr:I_Am_Legend_(film)



Direct item Linking

dbr:Troy_(film)

dbr:Troy

dbr:I_Am_Legend_(film)



Direct item Linking

dbr:Scarface_(1983_film)

dbr:Scarface:_The_World_Is_Yours

dbr:Troy_(film)

dbr:Troy

dbr:I_Am_Legend_(film)



Direct item Linking

dbr:Divine_Comedy



Direct item Linking

dbr:The_Da_Vinci_Code

dbr:Divine_Comedy



Direct item Linking

???

dbr:The_Da_Vinci_Code

dbr:Divine_Comedy



Direct Item Linking

How? SPARQL Query

SELECT DISTINCT ?uri, ?title WHERE {
?uri rdf:type dbpedia-owl:Film.
?uri rdfs:label ?title.
FILTER langMatches(lang(?title), "EN") .
FILTER regex(?title, "matrix", "i")

}

Other approaches

 DBpedia Lookup
https://github.com/dbpedia/lookup

 Silk Framework
http://silk-framework.com/



Ontologies

o used to describe 
domain-specific 

knowledge 

o hierarchies of 

concepts with 

attributes and relations

o “An ontology is a formal, 

explicit specification of 

a shared conceptualization”

(e.g. the Science Ontology)

Guarino, Nicola. "Understanding, building and using ontologies." International Journal of Human-Computer 

Studies 46.2 (1997): 293-310.



Exogenous Semantics through Ontologies 

why do we need an ontology?

to share common understanding of the structure of information 

among people

among software agents

to enable reuse of domain knowledge

to avoid “re-inventing the wheel”

to introduce standards to allow interoperability 



Exogenous Semantics through Ontologies 

why do we need an ontology?

to share common understanding of the structure of information 

among people

among software agents

to enable reuse of domain knowledge

to avoid “re-inventing the wheel”

to introduce standards to allow interoperability 

…let’s have an example!



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

we formally encode relevant aspects and the relationships among them



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

every item formally modeled by following this structure

and encoded through a Semantic Web language (e.g. OWL, RDF)



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$

every item formally modeled by following this structure

and encoded through a Semantic Web language (e.g. OWL, RDF)



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

why is it useful?

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

why is it useful?

each feature has a non-ambiguous «meaning»

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

why is it useful?

we don’t need to process unstructured content

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$



Exogenous Semantics through Ontologies 

A Movie Ontology

(a small portion, actually)

why is it useful?
we can perform some «reasoning» on user preferences. How?

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$



Exogenous Semantics through Ontologies 

http://www.movieontology.org/

The Movie Ontology

explicit Relationship

between the classes are 

encoded.

e.g. Genre «Love» is a 

subclass of «Sensible

Love» that is a subclass of 

«Entertainment Genre» 

which is a property of the 

class Movie.

http://www.movieontology.org/


Exogenous Semantics through Ontologies 

http://www.movieontology.org/

The Movie Ontology

We can reason on the preferences and infer

that a user interested in The Matrix 

(SciFi_and_Fantasy genre) is interested in 

Imaginational_Entertainment and potentially

in Logical_Thrilling

http://www.movieontology.org/


The Matrix representation

from a 
flat representation 

toward a
graph-based 

representation 

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$



The Matrix representation

from a 
flat representation 

toward a
graph-based 

representation 

movie:

0001

Director:

0002.

Actor:

1156

Hugo 

Weaving

Wachowski 

Bros

The 

Matrix

1999

1960 

April,4

1965 

June,21
10$

semantics explicitly encoded

explicit relations between

concepts exist: reasoning to infer

interesting information

ontologies typically

domain-dependant

huge effort to build and 

mantain an ontology

very huge effort to 

populate an ontology!



Vision



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Ontologies Linked 

Open Data

Introduce semantics 

by linking the 

Item to a 

knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts



Linked Open Data

the giant global graph



Linked Open Data (cloud)

what is it?

(large) set of interconnected

semantic datasets



Linked Open Data (cloud)

statistics

149 billions triples, 3,842 datasets (http://stats.lod2.eu)

http://stats.lod2.eu/


Linked Open Data (cloud)

DBpedia

core of the LOD cloud

RDF mapping of Wikipedia



Linked Open Data

cornerstones

2.

methodology to publish, share and link

structured data on the Web

use of RDF every resource/entity/relation identified by a (unique)

URI http://dbpedia.org/resource/Halifax

re-use of existing properties to express an 

agreed semantics and connect data sources 

http://dbpedia.org/resource/Halifax


Which vocabularies/ontologies?

Most popular on http://prefix.cc (June 6, 2016)

 YAGO: http://yago-knowledge.org/resource/

 FOAF: http://xmlns.com/foaf/0.1/

 DBpedia Ontology: http://dbpedia.org/ontology/

 DBpedia Properties: http://dbpedia.org/property/

 Dublin Core: http://dublincore.org/

Most popular on http://lov.okfn.org (June 6, 2016)

 VANN: http://purl.org/vocab/vann/

 SKOS: http://www.w3.org/2004/02/skos/core

 FOAF

 DCTERMS

 DCE: http://purl.org/dc/elements/1.1/

http://yago-knowledge.org/resource/
http://xmlns.com/foaf/0.1/
http://dbpedia.org/ontology/
http://dbpedia.org/property/
http://dublincore.org/
http://purl.org/vocab/vann/
http://www.w3.org/2004/02/skos/core
http://purl.org/dc/elements/1.1/


Web Linked Data

Analogy File System Database

Designed for Men Machines

(Software Agents)

Main elements Documents Things

Links between Documents Things

Semantics Implicit Explicit

Courtesy of Prof. Enrico Motta, The Open University, Milton Keynes – Uk – Semantic Web: Technologies and Applications. 

Linked Open Data



Linked Open Data

Direct Item Linking through SPARQL query

1.

2.

SELECT DISTINCT ?uri, ?title WHERE {
?uri rdf:type dbpedia-owl:Film.
?uri rdfs:label ?title.
FILTER langMatches(lang(?title), "EN") .
FILTER regex(?title, "matrix", "i")

}

Other approaches: Dbpedia Lookup

https://github.com/dbpedia/lookup



Linked Open Data (cloud)

(Wikipedia page)



Linked Open Data (cloud)

representation

The Matrix

Don Davis

Films shot in 

Australia

http://dbpedia.org/resource/Don_Davis_(composer)

d
b
p
e
d
ia

-o
w

l:
d
ir
e
c
to

r

Dystopian Films

American Action 

Thriller Films

Cyberpunk 

Films

The 

Wachowskis

http://dbpedia.org/resource/The_Wachowskis

http://dbpedia.org/resource/Dystopian_FIlms

http://dbpedia.org/resource/Cyberpunk_Films

http://dbpedia.org/resource/American_Action_Thriller_Films

Films about 

Rebellions

d
b
o
:r

u
n
ti
m

e

136

interesting non-trivial features come into play

http://dbpedia.org/resource/Category:Films_shot_in_Australia

dcterms:subjectdcterms:subject

http://dbpedia.org/resource/Films_About_Rebellions

http://dbpedia.org/resource/Don_Davis_(composer)
http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/Category:Films_shot_in_Australia
http://dbpedia.org/resource/The_Wachowskis


The Matrix representation

from a 
flat representation 

toward a
(richer) graph-based 

representation 



The Matrix representation

we have the advantage of formal semantics defined in RDF, with 

interesting features coming from Wikipedia

without the need of building and manually populating an ontology



Direct Item Linking



Ontologies vs Linked Open Data

Ontologies

domain-specific

less ambiguous

Linked Open Data

free and covers many domains

under constant development

based on Wikipedia: highly accurate

[Giles05]

[Giles05] J. Giles. Internet Encyclopaedias Go Head to Head. Nature, 438:900–901, 2005.



1.

2.

graph-based data models can be exploited to define more semantic

features based on graph topology

another advantage



i4
(bipartite graph)

users = nodes

items = nodes

preferences = edges

Very intuitive

representation!

u1

i1
u2 i2

u3 i3
u4

i4

Graph-based Data Model



i4

u1

i1
u2

u3 i3
u4

Semantic Graph-based Data Model



i4 DBpedia

mapping

u1

i1
u2

u3 i3
u4

Semantic Graph-based Data Model



i4

u1

i1
u2

u3 i3
u4

dcterms:subject Films about 

Rebellions

Quentin Tarantino

1999 films

http://dbpedia.org/resource/1999_films

dcterms:subject

http://dbpedia.org/resource/Films_About_Rebellions

http://dbpedia.org/resource/Quentin_Tarantino

Semantic Graph-based Data Model

(1-hop)

http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis


i
4

u1

i
1u2

u3 i
3u4

dcterms:subject Films about 

Rebellions

Quentin Tarantino

1999 films

http://dbpedia.org/resource/1999_films

dcterms:subject

http://dbpedia.org/resource/Films_About_

Rebellions

http://dbpedia.org/resource/Quentin_

Tarantino

American film 

directors

http://dbpedia.org/page/Category:Am

erican_film_directors

dbo:award Lynne Thigpen

http://dbpedia.org/resource/Lynne_Thigpen

…

Semantic Graph-based Data Model

(2-hop)

http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis


i
4

u1

i
1u2

u3 i
3u4

dcterms:subject Films about 

Rebellions

Quentin Tarantino

1999 films

http://dbpedia.org/resource/1999_films

dcterms:subject

http://dbpedia.org/resource/Films_About_

Rebellions

http://dbpedia.org/resource/Quentin_

Tarantino

American film 

directors

http://dbpedia.org/page/Category:Am

erican_film_directors

dbo:award Lynne Thigpen

http://dbpedia.org/resource/Lynne_Thigpen

…

Semantic Graph-based Data Model

(n-hop)

http://dbpedia.org/resource/The_Wachowskis
http://dbpedia.org/resource/The_Wachowskis


PageRank

Spreading activation

Average Neighbors

Degree Centrality

…

Semantic Graph-based Data Model

(Feature Generation)

new semantic features describing the 

item can be inferred by mining the

structure of the tripartite graph



How?
Encoding endogenous semantics

(bottom-up approaches)



Insight

Very huge availability of textual content



Insight

We can use this huge amount of content to 

directly learn a representation of words



Insight

What is «Peroni» ?

Pass me a Peroni!

I like Peroni

Football and Peroni, what a perfect Saturday!



Insight

What is «Budweiser» ?

Pass me a Budweiser!

I like Budweiser

Football and Budweiser, what a perfect Saturday!



Insight

What is «Budweiser» ?

Pass me a Budweiser!

I like Budweiser

Football and Budweiser, what a perfect Saturday!



Insight

What is «Peroni» ?

Pass me a Peroni!

I like Peroni

Football and Peroni, what a perfect Saturday!



Insight

What is «Peroni» ?

Pass me a Peroni!

I like Peroni

Football and Peroni, what a perfect Saturday!

The most famous beer in Bari !



Insight

The semantics learnt according to 

terms usage is called «distributional»



Insight

Distributional Hypothesis

«Terms used in similar contexts

share a similar meaning»



Distributional Semantics

L.Wittgenstein

(Austrian philosopher)



Distributional Semantics

by analyzing large corpora of 

textual data it is possible to 

infer information about the 

usage (about the meaning) of 

the terms

Definition

similar meaning

co-occurrence co-occurrence

co-occurrence co-occurrence(*) Firth, J.R. A synopsis of linguistic theory 

1930-1955. In Studies in Linguistic Analysis, 

pp. 1-32, 1957.



Distributional Semantics

by analyzing large corpora of 

textual data it is possible to 

infer information about the 

usage (about the meaning) of 

the terms

Definition

similar meaning

co-occurrence co-occurrence

co-occurrence co-occurrence

Beer and wine share a similar meaning since

they are often used in similar contexts

(*) Firth, J.R. A synopsis of linguistic theory 

1930-1955. In Studies in Linguistic Analysis, 

pp. 1-32, 1957.



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

A vector-space representation is learnt

by encoding in which context each term is used

Each row of the matrix is a vector!



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

beer vs wine: good overlap

Similar!



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

beer vs spoon: no overlap

Not Similar!



WordSpace

beer
wine

mojito

dog

A vector space representation (called WordSpace) 

is learnt according to terms usage in contexts



WordSpace

beer
wine

mojito

dog

A vector space representation (called WordSpace) 

is learnt according to terms usage in contexts

Terms sharing a 

similar usage

are very close

in the space



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

Key question: what is the context?



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

Key question: what is the context?

These approaches are very flexible since the «context» can 

be set according to the granularity required by  the 

representation



Distributional Semantics

d1 d2 d3 d4 d5 d6 d7 d8 d9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

Key question: what is the context?

Coarse-grained granularity: 

context=whole document



Distributional Semantics

d1 d2 d3 d4 d5 d6 d7 d8 d9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix = Term-Document Matrix

Key question: what is the context?

(This is Vector Space Model!)

Vector Space Model is a Distributional Model



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

Key question: what is the context?

Fine-grained granularities: 

context=paragraph, sentence, window of words



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

Fine-grained granularities: 

PROs: the more fine-grained the representation, more precise the vectors

CONs: the more fine-grained the representation, the bigger the matrix



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

beer ✔ ✔ ✔ ✔

wine ✔ ✔ ✔ ✔ ✔

spoon ✔ ✔ ✔ ✔

glass ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

The flexibility of distributional semantics models

also regards the rows of the matrix



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

concept1 ✔ ✔ ✔ ✔

concept2 ✔ ✔ ✔ ✔ ✔

concept3 ✔ ✔ ✔ ✔

concept4 ✔ ✔ ✔ ✔ ✔

Term-Contexts Matrix

The flexibility of distributional semantics models

also regards the rows of the matrix

Keywords can be replaced with concepts

(as synsets or entities!)



Distributional Semantics

Term-Contexts Matrix

The flexibility of distributional semantics models

also regards the rows of the matrix

Keywords can be replaced with concepts

(as synsets or entities!)

c1 c2 c3 c4 c5 c6 c7 c8 c9

Keanu Reeves ✔ ✔ ✔ ✔ ✔

Al Pacino ✔ ✔

American 

Writers
✔ ✔ ✔ ✔

Laurence

Fishburne
✔ ✔ ✔ ✔



Distributional Semantics

c1 c2 c3 c4 c5 c6 c7 c8 c9

Keanu Reeves ✔ ✔ ✔ ✔ ✔

Al Pacino ✔ ✔

American 

Writers
✔ ✔ ✔ ✔

Laurence

Fishburne
✔ ✔ ✔ ✔

Term-Contexts Matrix

Keanu Reeves and Al Pacino 

are «connected» because they

both acted in Drama Films



Distributional Semantics

Representing Documents

Given a WordSpace, a vector space representation of 

documents (called DocSpace) is typically built as the 

centroid vector of word representations

c1 c2 c3 c4 c5 c6 c7 c8 c9

Keanu Reeves ✔ ✔ ✔ ✔ ✔

Al Pacino ✔ ✔

American 

Writers
✔ ✔ ✔ ✔

Laurence

Fishburne
✔ ✔ ✔ ✔



Distributional Semantics

Representing Documents

c1 c2 c3 c4 c5 c6 c7 c8 c9

Keanu Reeves ✔ ✔ ✔ ✔ ✔

Al Pacino ✔ ✔

American 

Writers
✔ ✔ ✔ ✔

Laurence

Fishburne
✔ ✔ ✔ ✔

The Matrix ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔



DocSpace

Given a WordSpace, a vector space representation of 

documents (called DocSpace) is typically built as the 

centroid vector of word representations

Matrix Revolutions

Donnie Darko

Up!

It is possible to 

perform similarity 

calculations 

between items
according to their

semantic 

representation

The Matrix



Distributional Semantics

• We can exploit the (big) corpora of 

data to directly learn a semantic

vector-space representation of 

the terms of a language

• Lightweight semantics, not

formally defined

• High flexibility: everything is a 

vector: term/term similarity, doc/term, 

term/doc, etc..

• Context can have different

granularities

• Huge amount of content is needed

• Matrices are particularly huge and 

difficult to build

• Too many features: need for 

dimensionality reduction



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph

Distributional Semantics

models share the same

insight but have important

distinguishing aspects
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mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph

Distributional Semantics

models share the same

insight but have important

distinguishing aspects



Explicit Semantic Analysis (ESA)

ESA builds a vector-space

semantic 

representation

of natural language texts in a 

high-dimensional space of 

comprehensible 

concepts derived from 

Wikipedia [Gabri06]

[Gabri06] E. Gabrilovich and S. Markovitch. Overcoming the Brittleness Bottleneck using Wikipedia: Enhancing Text 

Categorization with Encyclopedic Knowledge. In Proceedings of the 21th National Conf. on Artificial Intelligence and the 

18th Innovative Applications of Artificial Intelligence Conference, pages 1301–1306. AAAI Press, 2006.

Panthera

World 
War II

Jane 
Fonda

Island



Explicit Semantic Analysis (ESA)

ESA matrix

ESA Concept 1 … Concept n

term 1 TF-IDF TF-IDF TF-IDF

… TF-IDF TF-IDF TF-IDF

term k TF-IDF TF-IDF TF-IDFT
e

r
m

s

256

ESA is a Distributional

Semantic model which

uses Wikipedia 

articles as context

Wikipedia articles



Explicit Semantic Analysis (ESA)

ESA matrix

ESA Concept 1 … Concept n

term 1 TF-IDF TF-IDF TF-IDF

… TF-IDF TF-IDF TF-IDF

term k TF-IDF TF-IDF TF-IDFT
e

r
m

s

257

Wikipedia articles

semantic relatedness 

between a word and a concept

TF-IDF score



Explicit Semantic Analysis (ESA)

ESA matrix

ESA Concept 1 … Concept n

term 1 TF-IDF TF-IDF TF-IDF

… TF-IDF TF-IDF TF-IDF

term k TF-IDF TF-IDF TF-IDFT
e

r
m

s

258

Wikipedia articles

semantic relatedness 

between a word and a concept

TF-IDF score



Every Wikipedia article represents a context

Panthera

Article words are associated with the concept (TF-IDF)

Cat [0.92]

Leopard [0.84]

Roar [0.77]

Explicit Semantic Analysis (ESA)

Each Wikipedia page can be described in terms of 

the words with the highest TF/IDF score
(this is a 

column of ESA 

matrix)



Explicit Semantic Analysis (ESA)

ESA matrix

ESA Concept 1 … Concept n

term 1 TF-IDF TF-IDF TF-IDF

… TF-IDF TF-IDF TF-IDF

term k TF-IDF TF-IDF TF-IDF

260

The vector-space representation of each term is called

semantic interpretation vector



Explicit Semantic Analysis (ESA)

Every Wikipedia article represents a concept

Panthera

Article words are associated with the concept (TF-IDF)

Cat [0.92]

Leopard [0.84]

The semantics of a word is the 

vector of its associations with 

Wikipedia concepts



Explicit Semantic Analysis (ESA)

Every Wikipedia article represents a concept

Panthera

Article words are associated with the concept (TF-IDF)

Cat [0.92]

Leopard [0.84]

The semantics of a word is the 

vector of its associations with 

Wikipedia concepts

Cat
Panthera

[0.92]

Cat

[0.95]

Jane 

Fonda

[0.07]



Explicit Semantic Analysis (ESA)

Important: the semantics of the words is not static. 

It changes as Wikipedia articles are modified or 

new articles are introduced. 

ESA provides a representation which evolves over time!



Explicit Semantic Analysis (ESA)

«web» in 1980 «web» in 2000

Important: the semantics of the words is not static. 

It changes as Wikipedia articles are modified or 

new articles are introduced. 

ESA provides a representation which evolves over time!



Explicit Semantic Analysis (ESA)

«web» in 1980 «web» in 2000

Important: the semantics of the words is not static. 

It changes as Wikipedia articles are modified or 

new articles are introduced. 

ESA provides a representation which evolves over time!

…what about text fragments?



The semantics of a text fragment is the 

centroid of the semantics of its words

button

Dick 

Button

[0.84]

Button

[0.93]

Game 
Controller

[0.32]

Mouse 

(computing)

[0.81]

mouse

Mouse 

(computing)

[0.84]

Mouse 

(rodent)

[0.91]

John 

Steinbeck

[0.17]

Mickey 
Mouse 
[0.81]

mouse  

button

Drag-

and-

drop

[0.71]

Mouse 

(computing)

[0.82]

Mouse 

(rodent)

[0.56]

Game 
Controller

[0.64]
mouse  button

Explicit Semantic Analysis (ESA)



Explicit Semantic Analysis (ESA)

A semantic representation of an item can be built as the 

centroid vector of the semantic interpretation vectors of 

the terms in the plot.



Explicit Semantic Analysis (ESA)

A semantic representation of an item can be built as the 

centroid vector of the semantic interpretation vectors of 

the terms in the plot.



Explicit Semantic Analysis (ESA)

Representation can be further improved and enriched by 

processing content through exogenous techniques (e.g. 

entity linking) in order to catch complex concepts



Explicit Semantic Analysis (ESA)

semantic 

relatedness 

of a pair of text fragments 

(e.g. description of two 

items) computed by 

comparing their 

semantic 

interpretation 

vectors using the 

cosine metric

Matrix Revolutions

Donnie Darko

Up!

The Matrix



Explicit Semantic Analysis (ESA)

Another advantage: ESA can be also used to generate a set 

of relevant extra concepts describing the items.

How?
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Explicit Semantic Analysis (ESA)

Another advantage: ESA can be also used to generate a set 

of relevant extra concepts describing the items.

How?

The Wikipedia pages with the highest TF/IDF score in the 

semantic interpretation vector of the item!

Keanu 

Reeves

[0.77]

Matrix 

(Reloaded)

[0.91]

Turing 

Machin

e (0.52]

Artificial 
Intelligence

[0.61]
The Matrix



Explicit Semantic Analysis (ESA)

Another advantage: ESA can be also used to generate a set 

of relevant extra concepts describing the items.

How?

The Wikipedia pages with the highest TF/IDF score in the 

semantic interpretation vector of the item!

Keanu 

Reeves

[0.77]

Matrix 

(Reloaded)

[0.91]

Turing 

Machin

e (0.52]

Artificial 
Intelligence

[0.61]
The Matrix

Extra features

related to the 

item 



Explicit Semantic Analysis (ESA)

ESA can be also exploited to build a Multi-lingual item 

representation, thanks to cross-lingual links in Wikipedia



Explicit Semantic Analysis (ESA)

ESA can be also exploited to build a Multi-lingual item 

representation, thanks to cross-lingual links in Wikipedia

For each text fragment, we can build a ESA representation in a language 

L1. Thanks to cross-lingual links we cap «map» the representation in 

different languages



Explicit Semantic Analysis (ESA)

Distributional Model which uses

Wikipedia Article as context

Very Transparent representation 

(columns have an explicit meaning)

Representation can evolve over time!

Also language-independent, thanks to 

cross-language Wikipedia links

The whole matrix is very huge

«Empirical» tuning of the 

parameters: how many articles? How 

many terms? What is the 

thresholding?



When transparency is not so important, 

it is possible to learn a more compact 

vector-space representation of terms and items



When transparency is not so important, 

it is possible to learn a more compact 

vector-space representation of terms and items

Dimensionality Reduction techniques



When transparency is not so important, 

it is possible to learn a more compact 

vector-space representation of terms and items

a.k.a. Word embedding techniques
Embedding = a smaller representation of words

(more recent – equivalent - buzzword )



When transparency is not so important, 

it is possible to learn a more compact 

vector-space representation of terms and items

a.k.a. Word embedding techniques
Embedding = a smaller representation of words

Is this new?



Dimensionality reduction techniques

Latent Semantic Analysis (LSA) is a widespread

distributional semantics model which builds

a term/context matrix and calculates SVD over that matrix.

Dumais, Susan T. "Latent semantic 

analysis." Annual review of information science 

and technology 38.1 (2004): 188-230.



Dimensionality reduction techniques

Dumais, Susan T. "Latent semantic 

analysis." Annual review of information science 

and technology 38.1 (2004): 188-230.

Truncated Singular Value Decomposition

induces higher-order (paradigmatic) relations through the truncated SVD

Latent Semantic Analysis (LSA) is a widespread

distributional semantics model which builds

a term/context matrix and calculates SVD over that matrix.



Singular Value Decomposition

PROBLEM

the huge co-occurrence matrix

SOLUTION

Use incremental and scalable techniques

Dimensionality reduction techniques



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



Dimensionality reduction

Random Indexing

It is an incremental and scalable technique

for dimensionality reduction. 

M. Sahlgren. The Word-Space Model: Using Distributional Analysis to Represent Syntagmatic and Paradigmatic Relations 

between Words in High-dimensional Vector Spaces. PhD thesis, Stockholm University, 2006.



Dimensionality reduction

Random Indexing

It is an incremental and scalable technique

for dimensionality reduction. 

Insight

1. Assign a vector to each context (word, documents, etc.). The 

vector can be as big as you want.

2. Fill the vector with (almost) randomly assigned values. 

3. Given a word, collect the contexts where that word appears.

4. Update the representation according to term co-occurrences. 

The final representation is the «sum» of the contexts.

5. Obtain a (smaller but equivalent) vector space representation of 

the terms

M. Sahlgren. The Word-Space Model: Using Distributional Analysis to Represent Syntagmatic and Paradigmatic Relations 

between Words in High-dimensional Vector Spaces. PhD thesis, Stockholm University, 2006.



Dimensionality reduction

Random Indexing

It is an incremental and scalable technique

for dimensionality reduction. 

Insight

1. Assign a vector to each context (word, documents, etc.). The 

vector can be as big as you want. 

2. Fill the vector with (almost) randomly assigned values. 

3. Given a word, collect the contexts where that word appears.

4. Update the representation according to term co-occurrences. 

The final representation is the «sum» of the contexts.

5. Obtain a (smaller but equivalent) vector space representation of 

the terms

M. Sahlgren. The Word-Space Model: Using Distributional Analysis to Represent Syntagmatic and Paradigmatic Relations 

between Words in High-dimensional Vector Spaces. PhD thesis, Stockholm University, 2006.

?



Random Indexing

Algorithm

Step 1 - definition of the context granularity:

Document? Paragraph? Sentence? Word?

Step 2 – building the random matrix R 

each ‘context’ (e.g. sentence) is assigned a

context vector

 dimension = k 

 allowed values = {-1, 0, +1}

 small # of non-zero elements, i.e. sparse vectors

 values distributed in a random way



Random Indexing

Context vectors of dimension k = 8

r
1 

0, 0, -1, 1, 0, 0, 0, 0

r
2

1, 0, 0, 0, 0, 0, 0, -1

r
3

0, 0, 0, 0, 0, -1, 1, 0

r
4

-1, 1, 0, 0, 0, 0, 0, 0

r
5

1, 0, 0, -1, 1, 0, 0, 0

r
n

…

Each row is a «context»



Random Indexing

Algorithm

Step 3 – building the reduced space

The vector space representation of a term t

obtained by combining the random vectors

of the context in which it occurs in

r
1 

0, 0, -1, 1, 0, 0, 0, 0

r
2

1, 0, 0, 0, 0, 0, 0, -1

r
3

0, 0, 0, 0, 0, -1, 1, 0

r
4

-1, 1, 0, 0, 0, 0, 0, 0

r
5

1, 0, 0, -1, 1, 0, 0, 0

…

r
n

…

t1 ∈ {c1, c2, c5}



Random Indexing

Algorithm

Step 3 – building the reduced space B

r
1 

0, 0, -1, 1, 0, 0, 0, 0

r
2

1, 0, 0, 0, 0, 0, 0, -1

r
3

0, 0, 0, 0, 0, -1, 1, 0

r
4

-1, 1, 0, 0, 0, 0, 0, 0

r
5

1, 0, 0, -1, 1, 0, 0, 0

…

r
n

…

t1 ∈ {c1, c2, c5}



Random Indexing

Algorithm

Step 3 – building the reduced space B

r
1 

0, 0, -1, 1, 0, 0, 0, 0

r
2

1, 0, 0, 0, 0, 0, 0, -1

r
3

0, 0, 0, 0, 0, -1, 1, 0

r
4

-1, 1, 0, 0, 0, 0, 0, 0

r
5

1, 0, 0, -1, 1, 0, 0, 0

…

r
n

…

t1 ∈ {c1, c2, c5}

r
1 

0, 0, -1, 1, 0, 0, 0, 0

r
2

1, 0, 0, 0, 0, 0, 0, -1

r
5

1, 0, 0, -1, 1, 0, 0, 0

t1 2, 0, -1, 0, 1, 0, 0, -1

Output: WordSpace



Random Indexing

Algorithm

Step 4 – building the document space

the vector space representation of a 

document d obtained by 

combining the vector space representation

of the terms that occur in the document 

Output: DocSpace



WordSpace and DocSpace

c
1

c
2

c
3

c
4

… c
k

t
1

t
2

t
3

t
4

…

t
m

c
1

c
2

c
3

c
4

… c
k

d
1

d
2

d
3

d
4

…

d
n

DocSpaceWordSpace

Uniform representation

k is a simple 

parameter 

of the model 



Dimensionality reduction

..even if it sounds weird

theory: Johnson-Lindenstrauss’ lemma [*]

Bm,k ≈ Am,n Rn,k k << n

distances between the points in the reduced space
approximately preserved if 

context vectors are nearly orthogonal

(and they are)

[*] Johnson, W. B., & Lindenstrauss, J. (1984). Extensions of Lipschitz mappings 

into a Hilbert space. Contemporary mathematics, 26(189-206), 1.
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…. is also multilingual!

Why?
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built on the ground of the co-occurrences 

between terms



Random Indexing

…. is also multilingual!

Why?

Language-based geometric spaces are 

built on the ground of the co-occurrences 

between terms

As the language changes, it only changes 

the lexicalization of the co-occurrences, 

their nature doesn’t.



Random Indexing

…. is also multilingual!

 the same concept, expressed in different languages, 

assumes the same position in language-based geometric 

spaces

 the position of beer in a geometric space based on English

and the position of birra in a geometric space based on 

Italian are (almost) the same 



Random Indexing

…. is also multilingual!

Italian WordSpace English WordSpace

glass

spoon

dog

beer

cucchiaio

cane

birra

bicchiere

The position in the space can be slightly different, but the 

relations similarity between terms still hold



Random Indexing

Incremental and Scalable technique for 

learning word embeddings

Smaller vector space

representation

Dimension of the space can 

be arbitrarly set

Incremental and Scalable

Multilingual!

Not transparent anymore

Proper tuning to find the optimal

size of the embeddings



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



Word2Vec

• Distributional Model to learn Word Embeddings. 

• Uses a two-layers neural networks

• Training based on the Skip-Gram methodology

• Update of the network through Mini-batch or Stochastic Gradient

Descent

In a nutshell



Word2Vec

Structure of the network

….

….

x1

x2

x3

x4

x5

x|v|

Input Layer:

• Vocabulary V

• |V| number of terms

• |V| nodes

• Each term is

represented through

a «one hot 

representation»
…. ….



Word2Vec

Structure of the network

….

….

x1

x2

x3

x4

x5

x|v|

Input Layer:

• Vocabulary V

• |V| number of terms

• |V| nodes

• One-hot representation

h1

h2

h3

h4

hN

Hidden Layer:

• N nodes

• N = size of the embeddings

• Parameter of the model

…. ….
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Structure of the network

….

….

x1

x2

x3

x4

x5

x|v|

Hidden Layer:

• N nodes

• N = size of the embeddings

• Parameter of the model

Weight of the network:

• Randomly set (initially)

• Updated through the training

Input Layer:

• Vocabulary V

• |V| number of terms

• |V| nodes

• One-hot representation

h1

h2

h3

h4

hN

…. ….



Word2Vec

Structure of the network

….

….

x1

x2

x3

x4

x5

x|v|

Hidden Layer:

• N nodes

• N = size of the embeddings

• Parameter of the model

Weight of the network:

• Randomly set (initially)

• Updated through the training

Final Representation for term tk

• Weights Extracted from the network

• tk=[wtkv1, wtkv2 … wtkvn]

Input Layer:

• Vocabulary V

• |V| number of terms

• |V| nodes

• One-hot representation

h1

h2

h3

h4

hN

…. ….



Word2Vec

Training Procedure: how to create training examples?

Skip-Gram Methodology Continuous Bag-of-Words

Methodology

Given a word w(t), predict its

context w(t-2), t(t-1).. w(t+1), w(t+2)
Given a context w(t-2), t(t-1).. 

w(t+1), w(t+2) predict word w(t) 



Word2Vec

Training Procedure: how to create training examples?

Skip-Gram Methodology

Given a word w(t), predict its

context w(t-2), t(t-1).. w(t+1), w(t+2)

Example
Input: ”the quick brown fox 

jumped over the lazy dog” 

Window Size: 1

Contexts:

• ([the, brown], quick)

• ([quick, fox], brown)

• ([brown, jumped], fox) ...

Training Examples:

• (quick, the)

• (quick, brown)

• (brown, quick)

• (brown, fox) ...



Word2Vec

Training Procedure: how to evaluate the model?

And probability is calculated through soft-max

The model tries to maximize The 

probability of predicting a context C 

given a word w

Given a corpus, we create a lot of training examples through Skip-Gram.



Word2Vec

Training Procedure: how to evaluate the model?

And probability is calculated through soft-max

The model tries to maximize The 

probability of predicting a context c 

given a word w

Intuitively, probability is high when scalar product

is close to 1  when vectors are similar!

Given a corpus, we create a lot of training examples through Skip-Gram.



Word2Vec

Training Procedure: how to evaluate the model?

Given a corpus, we create a lot of training examples through Skip-Gram.

And probability is calculated through soft-max

The model tries to maximize The 

probability of predicting a context C 

given a word w

Intuitively, probability is high when scalar product

is close to 1  when vectors are similar!

Word2Vec is a distributional model since it learns a 

representation such that couples (word,context) 

appearing together have similar vectors

The error is collected and weights in the network are updated

accordingly. Typically is used Stochastic Gradient Descent or Mini-

Batch (every 128 or 512 training examples)



Representation can be really really

small (size<100, typically)

Trending  - Recent and Very Hot 

technique

Word2Vec

Learning Word Embeddings

through Neural Networks: it is not

based on «counting» co-

occurrences. It relies on «predict» 

the distribution

Not transparent anymore

Needs more computational resources



…Let’s put everything together
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Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph

Build a 

Graph-based Data 

Model

Work on 

Vector Space Model
Work on 

Vector Space Model

Can Exogenous and Endogenous approaches be combined?



c1 c2 c3 c4 c5 c6 c7 c8 c9

concept1 ✔ ✔ ✔ ✔

concept2 ✔ ✔ ✔ ✔ ✔

concept3 ✔ ✔ ✔ ✔

concept4 ✔ ✔ ✔ ✔ ✔

Exogenous Approaches as Entity Linking and WSD 

work on the row of the matrix

…Let’s put everything together



c1 c2 c3 c4 c5 c6 c7 c8 c9

concept1 ✔ ✔ ✔ ✔

concept2 ✔ ✔ ✔ ✔ ✔

concept3 ✔ ✔ ✔ ✔

concept4 ✔ ✔ ✔ ✔ ✔

Exogenous Approaches as Entity Linking and WSD 

work on the row of the matrix

…Let’s put everything together

Endogenous Approaches as ESA or Word2Vec

work on the columns of the matrix



c1 c2 c3 c4 c5 c6 c7 c8 c9

concept1 ✔ ✔ ✔ ✔

concept2 ✔ ✔ ✔ ✔ ✔

concept3 ✔ ✔ ✔ ✔

concept4 ✔ ✔ ✔ ✔ ✔

Exogenous Approaches as Entity Linking and WSD 

work on the row of the matrix

…Let’s put everything together

Endogenous Approaches as ESA or Word2Vec

work on the columns of the matrix

Both approaches can be combined to obtain richer

and more precise semantic representations

(e.g. Word2Vec over textual description processed with WSD)



What?

semantics-aware recommender systems



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Word Sense 

Disambiguation

Entity 

Linking …….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking the 

Item to a 

knowledge graph

Marco de Gemmis, Pasquale Lops, Cataldo Musto, Fedelucio Narducci, Giovanni Semeraro. Semantics-Aware Content-Based

Recommender Systems. Recommender Systems Handbook 2015: 119-159



…

synsets

{09596828} American -- (a native or 

inhabitant of the United States)

{06281561} fiction -- (a literary 

work based on the imagination 

and not necessarily on fact)

{06525881} movie, film, picture, 

moving picture, moving-picture 

show, motion picture, 

motion-picture show, picture show, 

pic, flick -- (a form of entertainment 

that enacts a story… 

{02605965} star -- (feature as the 

star; "The movie stars Dustin 

Hoffman as an autistic man")

The Matrix representation

through WSD we process the 

textual description of the item 

and we obtain a semantics-

aware representation of the 

item as output.

In this case, keyword-based

features are replaced with the 

concepts (in this case, a 

WordNet synset) they refer to.

Matrix

1999

American

Australian

fiction

…

world

keywords

science

Hugo



Synset-based representation

AI is a branch of 

computer science

doc1

the 2011 

International Joint 

Conference on 

Artificial

Intelligence will 

be held in Spain

doc2

apple launches a 

new product…

doc3

#12387 0.18

apple 0.13

…

USER PROFILE

#12567

SEMANTIC USER PROFILE

sense identifiers rather than 

keywords

M. Degemmis, P. Lops, and G. Semeraro. A Content-collaborative Recommender that Exploits WordNet-based User Profiles for 

Neighborhood Formation. User Modeling and User-Adapted Interaction: The Journal of Personalization Research (UMUAI), 17(3):217–255, 

Springer Science + Business Media B.V., 2007. 

G. Semeraro, M. Degemmis, P. Lops, and P. Basile. Combining Learning and Word Sense Disambiguation for Intelligent User Profiling. In M. 

M. Veloso, editor, IJCAI 2007, Proceedings of the 20th International Joint Conference on Artificial Intelligence, Hyderabad, India, January 6-

12, 2007 , pages 2856–2861. Morgan Kaufmann, 2007.

M. de Gemmis, P. Lops, G. Semeraro, Pierpaolo Basile: Integrating tags in a semantic content-based recommender

ACM Conference on Recommender Systems, RecSys 2008: 163-170



Keywords- vs synsets-based profiles

EachMovie dataset

o 1,628 movies grouped into 10 categories

o Users who rated between 30 and 100 movies

o Movie content crawled from IMDb

Algorithm Precision Recall F1

Rocchio Kwd 0.74 

Syn 0.76

Kwd 0.81

Syn 0.84

Kwd 0.76

Syn 0.78

Naive Bayes Kwd 0.67 

Syn 0.75

Kwd 0.78

Syn 0.88

Kwd 0.73

Syn 0.81



Cultural Heritage fruition & e-learning applications 

of new Advanced (multimodal) Technologies

In the context of cultural heritage personalization, does the 
integration of UGC and textual description of artwork 
collections cause an increase of the prediction accuracy in the 
process of recommending artifacts to users?

Results in a cultural heritage scenario

M. de Gemmis, P. Lops, G. Semeraro, and P. Basile. Integrating Tags in a Semantic Content-based Recommender. 

In RecSys ’08, Proceed. of the 2nd ACM Conference on Recommender Systems, pages 163–170, October 23-25, 2008, 

Lausanne, Switzerland, ACM, 2008. 



Results in a cultural heritage scenario

5-point rating scale

Textual description of 
items (static content)

Personal Tags

Social Tags (from other users): caravaggio, deposition, christ, cross, suffering, religion

Social Tags

passion



Results in a cultural heritage scenario

caravaggio, deposition, 

cross, christ, rome, …

passion

caravaggio, deposition, 

christ, cross, suffering, 

religion, …

USER PROFILE

Personal 
Tags

Static 
Content

Social Tags

collaborative part of 

the user profile



Results in a cultural heritage scenario

o Artwork representation

o Artist

o Title

o Description

o Tags

o change of text representation from vectors of words (BOW) into 
vectors of WordNet synsets (BOS)

o From tags to semantic tags

o supervised Learning

o Bayesian Classifier learned from artworks labeled with user 
ratings and tags



Results in a cultural heritage scenario

Type of Content Precision* Recall* F1*

EXP#1: Static Content 75.86 94.27 84.07

EXP#2: Personal Tags 75.96 92.65 83.48

EXP#3: Social Tags 75.59 90.50 82.37

EXP#4: Static Content + Personal Tags 78.04 93.60 85.11

EXP#5: Static Content + Social Tags 78.01 93.19 84.93

* Results averaged over the 30 study subjects
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Overall accuracy F1 ≈ 85%



Results in a cultural heritage scenario

personalized museum tours by arranging the most interesting 

items for the active user

step forward to take into account spatial layout & time constraint

L. Iaquinta, M. de Gemmis, P. Lops, G. Semeraro: Recommendations toward Serendipitous Diversions. ISDA 2009: 1049-1054



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Ontologies Linked 

Open Data

Introduce semantics 

by linking the 

Item to a 

knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Marco de Gemmis, Pasquale Lops, Cataldo Musto, Fedelucio Narducci, Giovanni Semeraro. Semantics-Aware Content-Based

Recommender Systems. Recommender Systems Handbook 2015: 119-159



Semantic Analysis using Ontologies

Quickstep & Foxtrot

o on-line academic research papers recommenders

o items and user profiles represented through a 
research topic ontology

o is-a relationships exploited to infer general interests 

when specific topics are observed

o match based on the correlation between the topics in the 

user profile and topics in papers

S. E. Middleton, N. R. Shadbolt, and D. C. De Roure. Ontological User Profiling in Recommender Systems. ACM Transactions

on Information Systems, 22(1):54–88, 2004



Semantic Analysis using Ontologies

News@hand

o news descriptions as vectors of TF-IDF scores in the 

space of ontology concepts 

o user profiles represented in the same space

o news-profile matching performed using cosine-based

vector similarity

I. Cantador, A. Bellogin, and P. Castells. News@hand: A Semantic Web Approach to Recommending News. In W. Nejdl, J. Kay, 

P. Pu, and E. Herder, editors, Adaptive Hypermedia and AdaptiveWeb-Based Systems, volume 5149 of Lecture Notes in Computer 

Science, pages 279–283. Springer, 2008.



Semantic Analysis using Ontologies

o user interests propagation from concepts which 

received the user feedback to others related ones though 
spreading activation 

o contextualized propagation strategies 

of user interests

 horizontal propagation among siblings

 anisotropic vertical propagation, i.e. user interests propagated 

differently upward and downward

F. Cena, S. Likavec, and F. Osborne. Anisotropic Propagation of User Interests in Ontology-based User Models. Inf. Sci., 250:40–

60, 2013.



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Ontologies Linked 

Open Data

Introduce semantics 

by linking the 

Item to a 

knowledge graph

…….

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Marco de Gemmis, Pasquale Lops, Cataldo Musto, Fedelucio Narducci, Giovanni Semeraro. Semantics-Aware Content-Based

Recommender Systems. Recommender Systems Handbook 2015: 119-159



A high level architecture

Tommaso Di Noia, Vito Claudio Ostuni, Paolo Tomeo, Eugenio Di Sciascio: SPrank: Semantic Path-Based Ranking for Top-N

Recommendations Using Linked Open Data. ACM TIST 8(1): 9:1-9:34 (2016)



Direct Item Linking

Datasets

Subset of Movielens mapped to DBpedia

Subset of Last.fm mapped to DBpedia

Subset of The Library Thing mapped to DBpedia

Mappings

https://github.com/sisinflab/LODrecsys-datasets

https://github.com/sisinflab/LODrecsys-datasets


Linked Open Data & RecSys

structured information source 

for item descriptions

Rich item representation



LOD & Recommender Systems

Simplest RecSys: common features

similarity between items

 𝑟 𝑢, 𝑥𝑗 =
 𝑥𝑖∈𝑁∩𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑢) 𝑟 𝑢, 𝑥𝑖 ⋅ 𝑠𝑖𝑚(𝑥𝑖 , 𝑥𝑗)

 𝑥𝑖∈𝑁∩𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑢) 𝑠𝑖𝑚(𝑥𝑖 , 𝑥𝑗)

content-based prediction



LOD & Recommender Systems

Vector Space Model for LOD

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)



LOD & Recommender Systems

Vector Space Model for LOD

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)



LOD & Recommender Systems

VSM content-based recommender

 𝑟 𝑢, 𝑥𝑗 =
 𝑥𝑖∈𝑃𝑟𝑜𝑓𝑖𝑙𝑒(𝑢) 𝑟 𝑢, 𝑥𝑖 ⋅

 𝑝∈𝑃 𝛼𝑝 ⋅ 𝑠𝑖𝑚𝑝(𝑥𝑖 , 𝑥𝑗)

|𝑃|

|𝑝𝑟𝑜𝑓𝑖𝑙𝑒(𝑢)|

Predict the rating using a Nearest Neighbor Classifier wherein 

the similarity measure is a linear combination of local property 

similarities

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)



LOD & Recommender Systems

Vector Space Model for LOD

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)

Similarity between

items as linear 

combination of the 

similarity among

Dbpedia facets

(starring, directors, 

subject, etc.)



LOD & Recommender Systems

Property subset evaluation

subject+broader solution 

better than only subject or 

subject+more broaders

too many broaders

introduce noise

best solution achieved 

with 

subject+broader+genres

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)



LOD & Recommender Systems

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)



LOD & Recommender Systems

Tommaso Di Noia, Roberto Mirizzi, Vito Claudio Ostuni, Davide Romito, Markus Zanker. Linked Open Data to support Content-based

Recommender Systems. 8th International Conference on Semantic Systems (I-SEMANTICS) - 2012 (Best Paper Award)
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obtained by mining 

the graph
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most relevant (target) 

nodes, according to 
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scenario 



Graph-based RecSys

Recommendations 

obtained by mining 

the graph

Identification of the 

most relevant (target) 

nodes, according to 

the recommendation

scenario 

PageRank

Spreading Activation

Personalized PageRank

…

Cataldo Musto, Pasquale Lops, Pierpaolo Basile, Marco De Gemmis, Giovanni Semeraro. Semantics-aware Graph-based Recommender 

Systems Exploiting Linked Open Data. UMAP 2016

Phuong Nguyen, Paolo Tomeo, Tommaso Di Noia, Eugenio Di Sciascio. An evaluation of SimRank and Personalized PageRank to build a 

recommender system for the Web of Data. 7th International Workshop on Web Intelligence & Communities @ WWW 2015



Personalized PageRank

A node receives an amount of rank from every node 

which points to it and in turn transfers an amount of its 

rank to the nodes it refers to.

T. H. Haveliwala. Topic-Sensitive PageRank: A Context-Sensitive Ranking Algorithm for Web Search. IEEE Trans. 

Knowl. Data Eng., 15(4):784–796, 2003.

The similarity between two items α and β represented by vectors α = {ai } i=1,..,n
and β = {bi } i=1,..,n is computed as the inner product space between the two vectors



SimRank

SimRank computes similarity between nodes in a 

graph using the structural context: two nodes are 

similar if they are referenced by similar nodes. 

G. Jeh and J. Widom. Simrank: A measure of structural-context similarity. In ACM KDD ’02, pages 538–543, 2002.

Given k ≥ 0, R(k) (α, β) = 1 with α = β.   R(k) (α, β) = 0 with k = 0 and α = β. 
Otherwise, the general formula is



Graph-based RecSys

Personalized PageRank to identify

the most relevant nodes in the graph



Graph-based RecSys

MovieLens 100K dataset
Graph = Personalized PageRank on Bipartite User-Item Graph

Graph+LOD = Tripartite Graph modeling also Linked Open Data 

Cataldo Musto, Pasquale Lops, Pierpaolo Basile, Marco De Gemmis, Giovanni Semeraro. Semantics-aware Graph-based Recommender 

Systems Exploiting Linked Open Data. UMAP 2016



Accuracy with 40 neighbors

PageRank and SimRank more accurate

Phuong Nguyen, Paolo Tomeo, Tommaso Di Noia, Eugenio Di Sciascio. An evaluation of SimRank and Personalized PageRank to build a 

recommender system for the Web of Data. 7th International Workshop on Web Intelligence & Communities @ WWW 2015



Catalog coverage with 40 neighbors

Worse coverage

Phuong Nguyen, Paolo Tomeo, Tommaso Di Noia, Eugenio Di Sciascio. An evaluation of SimRank and Personalized PageRank to build a 

recommender system for the Web of Data. 7th International Workshop on Web Intelligence & Communities @ WWW 2015



Distribution with 40 neighbors

Recommendations concentred on a few items

Phuong Nguyen, Paolo Tomeo, Tommaso Di Noia, Eugenio Di Sciascio. An evaluation of SimRank and Personalized PageRank to build a 

recommender system for the Web of Data. 7th International Workshop on Web Intelligence & Communities @ WWW 2015



Novelty Results

Phuong Nguyen, Paolo Tomeo, Tommaso Di Noia, Eugenio Di Sciascio. An evaluation of SimRank and Personalized PageRank to build a 

recommender system for the Web of Data. 7th International Workshop on Web Intelligence & Communities @ WWW 2015



Graph-based RecSys

is it necessary to inject all the properties 
available in LOD cloud?
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Graph-based RecSys

is it necessary to inject all the properties 
available in LOD cloud?



Graph-based RecSys

what are the most

promising properties

to include?

manual selection

o domain-specific 

properties

o most frequent properties

o …

automatic selection
o more difficult to 

implement

Cataldo Musto, Pasquale Lops, Pierpaolo Basile, Marco De Gemmis, Giovanni Semeraro. Semantics-aware Graph-based Recommender 

Systems Exploiting Linked Open Data. UMAP 2016

Azzurra Ragone, Paolo Tomeo, Corrado Magarelli, Tommaso Di Noia, Matteo Palmonari, Andrea Maurino, and Eugenio Di Sciascio. 

Schema-summarization in linked-data-based feature selection for recommender systems. SAC 2017



Feature selection

selecting the most promising subset of LOD-based

properties

possible techniques

PageRank

Principal Component Analysis

Information Gain

Information Gain Ratio

Mininum Redundancy Maximum Relevance

Data-driven Schema Summarization

Statistical

Schema-aware

Cataldo Musto, Pasquale Lops, Pierpaolo Basile, Marco De Gemmis, Giovanni Semeraro. Semantics-aware Graph-based Recommender 

Systems Exploiting Linked Open Data. UMAP 2016

Azzurra Ragone, Paolo Tomeo, Corrado Magarelli, Tommaso Di Noia, Matteo Palmonari, Andrea Maurino, and Eugenio Di Sciascio. 

Schema-summarization in linked-data-based feature selection for recommender systems. SAC 2017



LOD & Recommender Systems

path-based features

analysis of complex relations between user

preferences and the target item 

extraction of path-based features

SPrank system

Tommaso Di Noia, Vito Claudio Ostuni, Paolo Tomeo, Eugenio Di Sciascio: SPrank: Semantic Path-Based Ranking for Top-N

Recommendations Using Linked Open Data. ACM TIST 8(1): 9:1-9:34 (2016)
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path-based features
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LOD & Recommender Systems

path-based features



we can further build some 

extra features by

mining the paths

occurring in the graph

path acyclic sequence of relations  ( s , .. rl , .. rL ) 

frequency of pathj in the sub-graph related to u ad x

u
3

s i
2

p
2 

e
1

p
1 

i
1

 (s, p
2

, p
1
)

𝑤𝑢𝑥(𝑗) =
#𝑝𝑎𝑡ℎ𝑢𝑥(𝑗)

 𝑗 #𝑝𝑎𝑡ℎ𝑢𝑥(𝑗)

Semantic Graph-based Data Model

(Path Based Features)

• The more the paths, the more the 

relevance of the item.

• Different paths have different 

meaning.

• Not all types of paths are relevant.

Tommaso Di Noia, Vito Claudio Ostuni, Paolo Tomeo, Eugenio Di Sciascio: SPrank: Semantic Path-Based Ranking for Top-N

Recommendations Using Linked Open Data. ACM TIST 8(1): 9:1-9:34 (2016)
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Evaluation of different ranking functions



LOD & Recommender Systems
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Sergio Oramas, Vito Claudio Ostuni, Tommaso Di Noia, Xavier Serra, Eugenio Di Sciascio: Sound and Music Recommendation with 

Knowledge Graphs. ACM TIST 8(2): 21:1-21:21 (2017)



Graph-based Item Representation
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Graph-based Item Representation
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h-hop Item Neighborhood Graph
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Kernel Methods

Work by embedding data in a vector space and looking for linear 
patterns in such space

𝑥 → 𝜙(𝑥)

[Kernel Methods for General Pattern Analysis. Nello Cristianini . http://www.kernel-methods.net/tutorials/KMtalk.pdf]

𝜙(𝑥)

𝜙
𝑥Input space Feature space

We can work in the new space F by specifying an inner product 
function between points in it

𝑘 𝑥𝑖, 𝑥𝑗 = < 𝜙(𝑥𝑖), 𝜙(𝑥𝑗)>



h-hop Item Entity-based 

Neighborhood Graph 

Kernel

Explicit computation of the feature map

Importance of the entity 𝑒𝑚 in the neighborhood 
graph for the item 𝑥𝑖

𝑘𝐺ℎ 𝑥𝑖 , 𝑥𝑗 = 𝜙𝐺ℎ 𝑥𝑖 , 𝜙𝐺ℎ 𝑥𝑗

𝜙𝐺ℎ 𝑥𝑖 = (𝑤𝑥𝑖,𝑒1 , 𝑤𝑥𝑖,𝑒2 , …, 𝑤𝑥𝑖,𝑒𝑚 , … , 𝑤𝑥𝑖,𝑒𝑡
)



Explicit computation of the feature map

# edges involving 𝑒𝑚 at l hops from 𝑥𝑖

a.k.a. frequency of the entity in the 

item neighborhood graph

factor taking into account at which hop the entity appears

h-hop Item Entity-based 

Neighborhood Graph Kernel

𝑤𝑥𝑖,𝑒𝑚 =  

𝑙=1

ℎ

𝛼𝑙 ⋅ 𝑐  𝑃𝑙 𝑥𝑖 ,𝑒𝑚

𝑘𝐺ℎ 𝑥𝑖 , 𝑥𝑗 = 𝜙𝐺ℎ 𝑥𝑖 , 𝜙𝐺ℎ 𝑥𝑗

𝜙𝐺ℎ 𝑥𝑖 = (𝑤𝑥𝑖,𝑒1 , 𝑤𝑥𝑖,𝑒2 , …, 𝑤𝑥𝑖,𝑒𝑚 , … , 𝑤𝑥𝑖,𝑒𝑡
)



Weights computation
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Weights computation 
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e
1

e
2

p3

p2

e
4

e
5

p3
p3

h=2

𝑐  𝑃1 𝑥𝑖 ,𝑒1
= 2

𝑐  𝑃1 𝑥𝑖 ,𝑒2
= 1

𝑐  𝑃2 𝑥𝑖 ,𝑒4
= 1

𝑐  𝑃2 𝑥𝑖 ,𝑒5
= 2

Informative entity about the item even if not directly related to it



Experimental Settings

Trained a SVM Regression model for each user

Accuracy Evaluation:  Precision, Recall

Novelty Evaluation: Entropy-based Novelty (All Items 

protocol) [the lower the better]



Comparative 

approaches

• NB: 1-hop item neigh. + Naive Bayes classifier

• VSM: 1-hop item neigh. Vector Space Model (tf-idf) + 
SVM regr

• WK: 2-hop item neigh. Walk-based kernel + SVM regr



Comparison with other 

approaches (i)
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NK-bestPrec

NK-bestEntr
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VSM

WK

Rated test items protocol

NB: 1-hop item neigh. + Naive Bayes classifier

VSM: 1-hop item neigh. Vector Space Model (tf-idf) + SVM regr

WK: 2-hop item neigh. Walk-based kernel + SVM regr



Comparison with other 

approaches (ii)
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Explicit computation of the feature map

# sequences and subsequences of nodes 

from 𝑥𝑖 to em

Normalization factor

h-hop Item Node-Based 

Neighborhood  Graph 

Kernel

𝜙𝐺ℎ 𝑥𝑖 = (𝑤𝑥𝑖,𝑝∗1 , …, 𝑤𝑥𝑖,𝑝∗𝑚 , … , 𝑤𝑥𝑖,𝑝∗𝑡)

𝑘𝐺ℎ 𝑥𝑖 , 𝑥𝑗 = 𝜙𝐺ℎ 𝑥𝑖 , 𝜙𝐺ℎ 𝑥𝑗

𝑤𝑥𝑖,𝑝∗𝑚 =
#𝑝 ∗𝑚 (𝑥𝑖)

𝑝𝑚 − 𝑝 ∗𝑚



Hybrid Recommendation 

via 

Feature Combination 

The hybridizations is based on the combination of different data 
sources 

Final approach: collaborative + LOD + textual description + tags

Users who rated the item

u1  u2  u3 …. entity1  entity2 …. keyw1 keyw2 … tag1  …

entities from the knowledge
graph (explicit feature mapping)

Keywords extracted from 
the textual description

tags associated to the item

Item Feature Vector



Accuracy

All items protocol



Long Tail



Aggregate Diversity



Implementation

LODreclib – a Java library to build a LOD based

recommender system

https://github.com/sisinflab/lodreclib

https://github.com/sisinflab/lodreclib


Given G = (V, E), for each vertex v ∈ V, we generate all graph walks P
V

of depth d rooted in v.  

1. v e
1i,

i ∈ E(v)

2. v e
1i 
 v

1i

3. Continue until d iterations are reached

Following the approach proposed in “DeepWalk: Online Learning of 

Social Representations” by Bryan Perozzi et al., only a limited number of 

random walks per each entity may be considered.

The stream of random walks becomes the input of neural models.

RDF Graph Embeddings

v

e
1i

v
1

i

Jessica Rosati, Petar Ristoski, Tommaso Di Noia, Renato De Leone, Heiko Paulheim: RDF Graph Embeddings for Content-based

Recommender Systems. CBRecSys@RecSys 2016: 23-30



Using DBpedia as RDF graph, semantic similar entities 

appear close in the latent space and in its 2-dimensional 

PCA projection . 



Item description for CBRSs

Cosine similarity between the feature 

vectors has been adopted to estimate the 

closeness/similarity between to items.  

In our experiments we use two RDF graphs to define the item content

- Dbpedia ~4 million of resources: extracted from structured data in 

Wikipedia (e.g., infoboxes);

- Wikidata ~17 million of resources : a collaboratively edited 

knowledge graph that also hosts various edition of Wikipedia. 



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



Word2Vec

• Empirical Comparison of Word Embedding Techniques

for Content-based Recommender Systems [*]

• Methodology

• Build a WordSpace using different Word Embedding

techniques (and different sizes)

• Build a DocSpace as the centroid vectors of term vectors

• Build User Profiles as centroid of the items they liked

• Provide Users with Recommendations

• Compare the approaches

Musto, Cataldo, et al. "Learning Word Embeddings from Wikipedia for Content-Based Recommender

Systems." European Conference on Information Retrieval.  ECIR 2016.



Word2Vec

Results

Musto, Cataldo, et al. "Learning Word Embeddings from Wikipedia for Content-Based Recommender

Systems." European Conference on Information Retrieval.  ECIR 2016.



Word2Vec

Results

Musto, Cataldo, et al. "Learning Word Embeddings from Wikipedia for Content-Based Recommender

Systems." European Conference on Information Retrieval.  ECIR 2016.



Semantic representations

Explicit (Exogenous)

Semantics

Implicit (Endogenous)

Semantics

Explicit 

Semantic 

Analysis

Random

Indexing

……Word2Vec

Distributional 

semantic models

Introduce semantics by 

mapping the features 

describing the item with 

semantic concepts

Introduce semantics 

by linking 

the Item to 

a knowledge graph



eVSM

• Enhanced Vector Space Model [*]

• Content-based Recommendation Framework

• Cornerstones

• Semantics modeled through Distributional Models

• Random Indexing for Dimensionality Reduction

• Negative Preferences modeled through Quantum Negation [^]

• User Profiles as centroid vectors of items representation

• Recommendations through Cosine Similarity

[*] Musto, Cataldo. "Enhanced vector space models for content-based recommender systems." Proceedings of the fourth 

ACM conference on Recommender systems. ACM, 2010.

[^] Widdows, Dominic, and Stanley Peters. "Word vectors and quantum logic: Experiments with negation and 

disjunction." Mathematics of language 8.141-154 (2003).



eVSM

Musto, Cataldo. "Enhanced vector space models for content-based recommender systems." Proceedings of the fourth ACM 

conference on Recommender systems. ACM, 2010.

Distributional Models

to build DocSpace of the items

(whole document used as context)

Random Indexing for 

Dimensionality Reduction

Cornerstones



eVSM

Cornerstones

• Given two vectors a e b

• Through Quantum Negation we can define a Vector (a ∧¬b)
• Formally:

• Projection of vector a on the subspace orthogonal to that generated

by vector b

• Intuitively:

• Vector «a» models «positive» preferences

• Vector «b» models «negative» preferences

• Through quantum negation we get a unique vector modeling both

aspects

• Close to vectors containing as many as possible features from «a» 

and as less as possible features from «b»

Widdows, Dominic, and Stanley Peters. "Word vectors and quantum logic: Experiments with negation and 

disjunction." Mathematics of language 8.141-154 (2003).



eVSM

Cornerstones

• User Profiles

• Calculated as centroid vectors of the items the user liked/disliked

Random Indexing-

based Profiles (RI)

Musto, Cataldo. "Enhanced vector space 

models for content-based recommender 

systems." Proceedings of the fourth ACM 

conference on Recommender systems. ACM, 

2010.



eVSM

Cornerstones

• User Profiles

• Calculated as centroid vectors of the items the user liked/disliked

Random Indexing-

based Profiles (W-RI)

Quantum Negation- based

Profiles (W-QN)

Musto, Cataldo. "Enhanced vector space 

models for content-based recommender 

systems." Proceedings of the fourth ACM 

conference on Recommender systems. ACM, 

2010.



eVSM

Cornerstones

• Recommendations

• Similarity Calculations on DocSpace



eVSM

Experiments

Size of the embeddings

The size of the embeddings does not significantly affect the overall

accuracy of eVsm (MovieLens data)



eVSM

Experiments

Quantum Negation improves the accuracy of the model 

(MovieLens data, embedding size=100)



eVSM

Experiments

eVSM significantly overcame all the baselines.

(MovieLens data, embedding size=400)
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C-eVSM

• Contextual Enhanced Vector Space Model [*]

• Extension of eVSM: context-aware Framework

• Cornerstones

• Entity Linking of the content through Tag.me

• Semantics modeled through Distributional Models

• Random Indexing for Dimensionality Reduction

• Distributional Models also used to build a representation of 

the context

• Context-aware User Profiles as centroid vectors

• Recommendations through Cosine Similarity

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

Let u be the target user

Let ck be a contextual variable (e.g. task, mood, etc.)

Let vj be its value (e.g. task=running, mood=sad, etc.)



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

eVSM

profile



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

eVSM

profile

A Vector representing value v for 

context c is introduced (e.g. 

company=friends)



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

eVSM

profile

A Vector representing value v for 

context c is introduced (e.g. 

company=friends)

Linear Combination

(a=1  eVSM  no context

taken into account)



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

eVSM

profile

A Vector representing value v for 

context c is introduced (e.g. 

company=friends)

Linear Combination

(a=1  eVSM  no context

taken into account)



C-eVSM

• Context-aware User Profiles

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

C-WRI(u,c
k
,v

j
) = α * WRI(u) + (1-α) * context(u,c

k
,v

j
)

eVSM

profile

A Vector representing value v for 

context c is introduced (e.g. 

company=friends)

Why this

formula?



C-eVSM

• Why this formula?

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

Insight: it exists a set of terms that is more descriptive 

of items relevant in that specific context

for a romantic dinner, e.g. candlelight, seaview, violin



C-eVSM

• Why this formula?

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014



C-eVSM

• Why this formula?

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

Thanks to Distributional Semantics Models it is

possible to build a vector-space representation of the

context which emphasize the importance of those

terms, since they are more used ( more important) in

that specific contextual setting.



C-eVSM

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014



C-eVSM

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014



C-eVSM

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014



C-eVSM

Musto, Cataldo, et al. "Combining distributional semantics and entity linking for context-aware content-based

recommendation." International Conference on User Modeling, Adaptation, and Personalization. UMAP 2014

Entities are better than simple keywords!

Selection of Results



C-eVSM

[*] G.Adomavicius et al. , Incorporating contextual information in recommender systems using a multi-

dimensional approach. ACM Trans. Inf. Systems, 2005

Compared to Context-aware Collaborative Filtering (CACF) 

[*] algorithm: better in 7 contextual segments

Selection of Results
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Text Categorization [Gabri09]
experiments on diverse datasets

Semantic relatedness of 

words and texts [Gabri09]
cosine similarity between vectors of ESA concepts

Information Retrieval [Egozi08, Egozi11]
ESA-based IR algorithm enriching documents and queries

ESA effectively used for

[Gabri09] E. Gabrilovich and S. Markovitch. Wikipedia-based Semantic Interpretation for Natural Language Processing. Journal of Artificial 

Intelligence Research 34:443-498, 2009.

[Egozi08] Ofer Egozi, Evgeniy Gabrilovich, Shaul Markovitch: Concept-Based Feature Generation and Selection for Information Retrieval. 

AAAI 2008, 1132-1137, 2008.

[Egozi11] Ofer Egozi, Shaul Markovitch, Evgeniy Gabrilovich. Concept-Based Information Retrieval using Explicit Semantic Analysis. 

ACM Transactions on Information Systems 29(2), April 2011.
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what about ESA for Information Filtering?



Information Filtering using ESA

TV-domain

German Electronic Program Guides (EPG)

o better precision [Musto12]

Social data

from Facebook and Twitter

o better serendipity [Narducci13]

o i.e. more unexpected and interesting recommendations

Multimedia recommendation

TED lectures

o better results in a cold-start setting [Pappas14]

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. Enhanced semantic tv-show 

representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012

[Narducci13] F. Narducci, C. Musto, G. Semeraro, P. Lops, and M. de Gemmis. Leveraging Encyclopedic Knowledge for Transparent and 

Serendipitous User Profiles. UMAP 2013, pp. 350-352.

[Pappas14] N. Pappas and A. Popescu-Belis. Combining content with user preferences for non-fiction multimedia recommendation: A study on ted 

lectures. Multimedia Tools and Applications, 2014.
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Electronic Program Guides

problem

description of TV shows too short or 

poorly meaningful to feed a 

content-based recommendation algorithm

solution

Explicit Semantic Analysis exploited to obtain an 

enhanced representation

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. 

Springer, 2012
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Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012

468

Wikipedia Articles related to the 

TV show are added to the 

description



Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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user profile tv show

motogp

sports

motorbike

...

competition

2012 Superbike 

Italian Grand Prix



Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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user profile tv show

motogp

sports

motorbike

...

competition

2012 Superbike 

Italian Grand Prix

X
No matching!



Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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user profile tv show

2012 Superbike 

Italian Grand Prix

motogp

superbike

sports

motorbike

formula 1

…

competition

Through ESA we can 

add new features to 

the profile and we

can improve the 

overlap between

textual description



Electronic Program Guides

[Musto12] C. Musto, F. Narducci, P. Lops, G. Semeraro, M. de Gemmis, M. Barbieri, J. H. M. Korst, V. Pronk, and R. Clout. 

Enhanced semantic tv-show representation for personalized electronic program guides. UMAP 2012, pp. 188–199. Springer, 2012
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user profile tv show

2012 Superbike

Italian Grand Prix

motogp

superbike

sports

motorbike

formula 1

…

competition

Matching!

✔



Electronic Program Guides
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results on Aprico.tv data

74

79,25

84,5

89,75

95

P@5% P@10% P@25% P@50% P@75% P@100%

BOW eBOW (+20)

eBOW (+40) eBOW (+60)

The more Wikipedia Concepts are added to the textual description

of the items (eBOW+60), the best the precision of the algorithm

eBOW = Bag of Words + Wikipedia Concepts



Cross-lingual information access



Cross-lingual access: problems

Vocabulary mismatch

use of different languages

extreme case of vocabulary mismatch

476



(Cross-lingual) Concept-based representations

ESA



MultiWordNet

480

Sense-based representations 

Word Sense Disambiguation (JIGSAW) based 

on Multiwordnet as sense repository

multilingual lexical database that supports 

English, Italian, Spanish, Portuguese, Hebrew, 

Romanian, Latin

alignment between synsets in the different languages

semantic relations imported and preserved



MultiWordNet

MultiWordNet ID Synset
Language

Gloss

n02418562

chair

a seat for one person, 

with a support for the 

back

sedia oggetto su cui ci si siede

silla

n78346641

professorship, 

chair
the position of professor 

cattedra, 

ordinariato, 

professorato

il posto del professore di 

ruolo

cátedra 

481



482

Bag of MultiWordNet synsets

Italian news French News
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Bag of MultiWordNet synsets

Italian news French News

bag of 

MultiWordNet

synsets

bag of 

MultiWordNet

synsets

Match 

between

senses



Some results

cross-language movie recommendation scenario

profiles learned from ENG/ITA descriptions

recommendation provided on ITA/ENG descriptions

MovieLens dataset, F1 measure, Wikipedia source for descriptions

484

64.91 63.98

63.70 63.71

Profiles

P. Lops, C. Musto, F. Narducci, M. de Gemmis, P. Basile, G. Semeraro: Cross-Language Personalization 

through a Semantic Content-Based Recommender System. D. Dicheva, D. Dochev (Eds.): Artificial Intelligence: 

Methodology, Systems, and Applications, 14th In. Conference, AIMSA 2010. LNCS 6304 Springer 2010, pp.52-60



Cross-lingual representation: Tagme



Cross-lingual representation: Tagme



Cross-lingual representation: Babelfy



Cross-language links
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Cross-lingual representation: ESA

Cross-language ESA 



Preliminary results

effectiveness of knowledge-based strategies to provide 

cross-lingual recommendations 

MovieLens and DBbook datasets

F1 measure, Wikipedia source for descriptions

English and Italian languages

496

MovieLens DBbook

Keywords  51.70 47.50

48.60 49.50

50.90 50.70

54.10 53.10

Representation



Cross-lingual representation: Distributional models

distribution of the terms

(almost) the same in different languages

o cross-lingual representation comes with 

no costs thanks to the distributional hypothesis

C. Musto, F. Narducci, P. Basile, P. Lops, M. de Gemmis, G. Semeraro: Cross-Language Information Filtering: 

Word Sense Disambiguation vs. Distributional Models. AI*IA 2011: 250-261



Distributional Semantics

…. is also multilingual! (Recap)

English WordSpace Italian WordSpace

glass

spoon

dog

beer

cucchiaio

cane

birra

bicchiere

The position in the space can be slightly different, but the 

relations similarity between terms still hold



Distributional Semantics

Multilingual DocSpace

English WordSpace Italian WordSpace

D2_L1

D3_L1

D4_L1

D1_L1

D7_L2
D8_L2

D5_L2

D6_L2

By following the same procedure we can 

obtain a multilingual DocSpace

Different documents in different languages are represented in a uniform space



Distributional Semantics

…. is also multilingual!

English WordSpace Italian WordSpace

D2_L1

D3_L1

D4_L1

D1_L1

D7_L2
D8_L2

D5_L2

D6_L2

By following the same procedure we can 

obtain a multilingual DocSpace

How to build a cross-lingual recommender?



Distributional Semantics

…. is also multilingual!

English WordSpace Italian WordSpace

D2_L1

D3_L1

D4_L1

D1_L1

D7_L2
D8_L2

D5_L2

D6_L2

P1

We build a user profile in L1 (Italian DocSpace)

How to build a cross-lingual recommender?



Distributional Semantics

…. is also multilingual!

English WordSpace Italian WordSpace

D2_L1

D3_L1

D4_L1

D1_L1

D7_L2
D8_L2

D5_L2

D6_L2

P1 P1
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Distributional Semantics

…. is also multilingual!

English WordSpace Italian WordSpace

D2_L1

D3_L1

D4_L1

D1_L1

D7_L2
D8_L2

D5_L2

D6_L2

We build a user profile in L1 (English DocSpace)

We can «move» the profile in L2 (Italian DocSpace)
We can use similarity measures to suggest items in different language

How to build a cross-lingual recommender?

P1 P1



Some results

effectiveness of knowledge-based strategies to provide 

cross-lingual recommendations 

MovieLens dataset

F1 measure

comparable results (gap not statistically significant)

504

Distributional 

Models

Bayes classifier + 

Synsets

84.65 85.61

84.63 85.20





C. Musto, F. Narducci, P. Basile, P. Lops, M. de Gemmis, G. Semeraro:"Cross-language information filtering: Word sense disambiguation 

vs. distributional models." AI*IA 2011: 250-261



A different application: 

Explanation in

Recommender Systems

Cataldo Musto, Fedelucio Narducci, Pasquale Lops, Marco de Gemmis, Giovanni Semeraro:

ExpLOD: A Framework for Explaining Recommendations based on the Linked Open Data 

Cloud. RecSys 2016: 151-154



Problem

Recommendation



Problem

Recommendation



A possible solution

I suggest Crime and Punishment 

because 

you like books written by Fyodor 

Dostoevskij

as The Brothers Karamazov. 

Furthermore, you often like

Psychological Russian Novels as Anna 

Karenina and 

War Stories.

Recommendation



Insight

LOD

To connect the properties describing the items the user 

liked to those describing the recommendations via the 

properties available in the LOD cloud



EXPLOD: Framework



EXPLOD: Mapper

Mapper

Profile Recommendations

dbp:Crime_and_Pu

nishment

dbp:Anna_karenina

Profile Recommendation



EXPLOD: Builder

Philosophica

l Fiction

Psychologica

l Russian 

Novel

Narcisism In 

Fiction

Fyodor 

Dostoevskij

dbp:The_Brothers_Karamazov
dbp:Fyodor_Dostoyevsky

dbp:Category:Philosophical_fiction

dbp:Category:Psycological_novel

dbp:Category:Narcissism_in_fiction

dbp:Anna_karenina

dbp:War_stories

dbp:Crime_and_Punishment



EXPLOD: Ranker

𝑆𝑐𝑜𝑟𝑒 𝑝, 𝑈 = 𝛼 ∗
𝑚𝑝

𝑀𝑈
+ 𝛽 ∗

𝑛𝑝

𝑁𝑈
∗ 𝐼𝐷𝐹𝑝

property user weights

Edges

Edges

IDF adaptation

• Properties in the graph are ranked



EXPLOD: Ranker

Philosophica

l Fiction

Score: 3,534

Psychologica

l Russian 

Novel

Score: 3,231

Narcisism In 

Fiction

Score: 3,132

Fyodor 

Dostoevskij:

Score: 4,875

dbp:The_Brothers_Karamazov
dbp:Fyodor_Dostoyevsky

dbp:Category:Philosophical_fiction

dbp:Category:Psycological_novel

dbp:Category:Narcissism_in_fiction

dbp:War_stories

dbp:Crime_and_Punishment

dbp:Anna_karenina

Recommendation



EXPLOD: Ranker

Philosophica

l Fiction

Score: 3,534

Psychologica

l Russian 

Novel

Score: 3,231

Narcisism In 

Fiction

Score: 3,132

Fyodor 

Dostoevskij:

Score: 4,875

dbp:The_Brothers_Karamazov
dbp:Fyodor_Dostoyevsky

dbp:Category:Philosophical_fiction

dbp:Category:Psycological_novel

dbp:Category:Narcissism_in_fiction

dbp:War_stories

dbp:Crime_and_Punishment

Returns the top-3 properties

dbp:Anna_karenina

Recommendation



EXPLOD: Generator

Input:

• User Profile

• Recommended 

Items

• Top-k properties

Pholosophi

cal Novels

Score: 

3,544

Russian 

Novels

Score: 

6,363

Russian 

Writers

Score: 

8,599

Output:

• Natural 

Language 

Explanation



EXPLOD: Generator

I suggest Crime and Punishment…

dbp:The_Brothers_Karamazov

dbp:War_stories

dbp:Crime_and_Punishment

dbp:Anna_karenina

Recommendation



EXPLOD: Generator

I suggest Crime and Punishment because you like books written 

by Fyodor Dostoevskij as The Brothers Karamazov. 

Fyodor 

Dostoevskij:

Score: 4,875

Top-1 property

dbp:The_Brothers_Karamazov

dbp:War_stories

dbp:Crime_and_Punishment

dbp:Anna_karenina

dbp:Fyodor_Dostoyevsky

I
t
e
m

 
p

r
o

f
i
l
o

I
t
e
m

 
p

r
o

f
i
l
o

I
t
e
m

 
p

r
o

f
i
l
o

Recommendation



I suggest Crime and Punishment because you like books written 

by Fyodor Dostoevskij as The Brothers Karamazov. Furthermore, 

you like Philosophical Fiction, as Anna Karenina.

EXPLOD: Generator

Fyodor 

Dostoevskij:

Score: 4,875

Philosophica

l Fiction

Score: 3,534

Top-2 properties

dbp:The_Brothers_Karamazov

dbp:War_stories

dbp:Crime_and_Punishment

dbp:Anna_karenina

dbp:Fyodor_Dostoyevsky

dbp:Category:Philosophical_fiction

Recommendation



I suggest Crime and Punishment because you like books written by 

Fyodor Dostoevskij as The Brothers Karamazov. Furthermore, you like 

Philosophical Fiction, as Anna Karenina. Finally, you often like 

Psychological Russian Novel, as Anna Karenina and War Stories.

EXPLOD: Generator

Fyodor 

Dostoevskij:

Score: 4,875

Philosophica

l Fiction

Score: 3,534

Top-3 Properties

dbp:The_Brothers_Karamazov

dbp:War_stories

dbp:Crime_and_Punishment

Psycological

Russian 

Novel

Score: 3,231

dbp:Anna_karenina

dbp:Fyodor_Dostoyevsky

dbp:Category:Philosophical_fiction

dbp:Category:Psycological_novel

I
t
e
m

 
p

r
o

f
i
l
o

Recommendation



Experimental Evaluation

User Study

 Movie Domain, 306 users involved

 Protocol: 

– Web Application  Building User Profiles 

Recommendations + Explanations  Questionnaire + Ex-

post Evaluation

 Explanation Aims

– Transparency, Engagement, Persuasion, Trust, 

Effectiveness

Three configurations compared

 Popularity-based Explanation (baseline)

 Non-Personalized Explanation based on LOD

 EXPLOD



Web Application

523

User Data

User Profile



Web Application

Explanation and Questionnaire



Web Application

Ex-post Evaluation



Explanations - Results

ExpLOD Non-Personalized Baseline

Transparency 4.18 3.04 3.01

Persuasion 3.41 2.84 2.59

Engagement 3.48 3.28 2.31

Trust 3.39 2.81 2.67

Effectiveness 0.72 0.66 0.93



Explanations - Results

ExpLOD Non-Personalized Baseline

Transparency 4.18 3.04 3.01

Persuasion 3.41 2.84 2.59

Engagement 3.48 3.28 2.31

Trust 3.39 2.81 2.67

Effectiveness 0.72 0.66 0.93

Significant improvement in four out of five metrics

Non-significant gaps in terms of effectiveness.



Explanations - Results

aim question

transparency

I understood why 

this movie was 

recommended to me

o topic

o director

o distributor

o music 

composer

persuasion

The explanation 

made the

recommendation 

more convincing

o awards

o director

o location

o producer

engagement

The explanation 

helped me discover 

new information 

about this movie

o writer

o director

o producer

o distributor

trust

The explanation 

increased my

trust in the 

recommender 

o awards

o compos

er

o producer

o topic
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