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Disclaimers
• Previous	versions	of	this	tutorial	were	presented	at:

– IBERAMIA2012	http://iberamia2012.dsic.upv.es/tutorials/;
– WWW2013	http://www2013.org/program/machine-reading-the-web/
– ECMLPKDD2015	http://www.ecmlpkdd2015.org
– AAAI2016	

http://www.aaai.org/Conferences/AAAI/2016/aaai16tutorials.php#SA
4

• Feel	free	to	e-mail	me	(estevam.hruschka@gmail.com)	with	
questions	about	this	tutorial	or	any	
feedback/suggestions/criticisms.	Your	feedback	can	help	
improving	the	quality	of	these	slides,	thus,	they	are	very	
welcome.



Disclaimers
• Due	to	time	constraints,	I	do	not	intend	to	cover	all	the	

algorithms	and	publications	related	to	DBPedia,	YAGO,	
KnowItAll and	NELL.	What	I	do	intend,	instead,	is	to	give	an	
overview	of	all	four	projects	and	what	is	the	main	approach	
used	in	each	project.	

• DBPedia,	YAGO,	KnowItAll and	NELL	are	not	the	only	research	
efforts	focusing	on	“Reading	the	Web”.	They	were	selected,	to	
be	presented	in	this	tutorial,	because	they	represent	four	
different	and	very	relevant	approaches	to	this	problem,	but	it	
does	not	mean	they	are	the	best	(or	the	only	relevant)	ones.
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Picture	taken	from	[DARPA,	2012]	
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Taken	from:	http://www.teachthought.com/pedagogy/literacy/read-dont-understand/
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The	YAGO-NAGA	Project:
Harvesting,	Searching,	and	Ranking	

Knowledge	from	the	Web
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KnowItAll



KnowItAll:	Open	Information	Extraction
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Machine	Learning

• What	is	Machine	Learning?
The	field	of	Machine	Learning	seeks	to	answer	
the	question
“How	can	we	build	computer	systems	that	
automatically	improve	with	experience,	and	
what	are	the	fundamental	laws	that	govern	all	
learning	processes?”	[Mitchell,	2006]



Machine	Learning

• What	is	Machine	Learning?
a	machine	learns	with	respect	to	a	particular:
- task	T	
- performance	metric	P
- type	of	experience	E	

if	the	system	reliably	improves	its	performance	P	at	
task	T,	following	experience	E.	[Mitchell,	1997]



Machine	Learning

• Examples	of	Machine	Learning	approaches	
for	different	tasks	(T),	performance	metrics	
(P)	an	experiences	(E)

- data	mining
- autonomous	discovery
- database	updating
- programming	by	example
- Pattern	recognition	



Machine	Learning

• Supervised	Learning;
• Unsupervised	Learning
• Semi-Supervised	Learning



Supervised	Learning
(one	simple	anecdotal	approach)
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Supervised	Learning

0.5 1 blue
2.9 1.9 blue
1.2 3.1 blue
0.8 4.7 blue
2.7 5.4 blue
8.1 4.7 red
8.3 6.6 red
6.3 6.7 red
8 9.1 red
5.4 8.4 red

Wikipedia	definition
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Machine	Reading

• “The	autonomous	understanding	of	text”	
[Etzioni et	al.,	2007]

• “One	of	the	most	important	methods	by	which	
human	beings	learn	is	by	reading” [Clark	et	al.,	
2007],	thus	why	not	building	machines	capable	
of	learning	by	reading?



Machine	Reading

• “The	problem	of	deciding	what	was	implied	by	a	
written	text,	of	reading	between	the	lines	is	the	
problem	of	inference.”	[Norvig,	2007]

• Typically,	Machine	Reading	is	different	from	
Natural	Language	Processing	alone



It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 
supports herself by doing deep background investigations for Dragan Armansky, who, in 
turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 
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Machine	Reading

• One	important (initial)	approach	to	machine	
reading	is	to	extract	facts	from	text	and	store	
them	in	a	structured	form.

• Facts	can	be	seen	as	entities	and	their	
relations

• Ontology	is	one	of	the	most	common	
representation	for	the	extracted	facts



Machine	Reading
Some	possible	subtasks

• Named	Entity	Resolution/Recognition
• Relation	Extraction
• Co-reference	and	Polysemy	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base
• Document/Sentence	Understanding	(Micro-
Reading)
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Machine	Reading
• Named	Entity	Resolution/Recognition

– Semi-structured	data
The	“Low-Hanging	Fruit”
• Wikipedia	infoboxes &	categories
• HMTL	lists	&	tables,	etc.

– Free	text
• Hearst-patterns;	clustering	by	verbal	phrases
• Natural-language	processing
• Advanced	patterns	&	iterative	bootstrapping



Named	Entity	Recognition

• Named	Entity	Recognition	[Nadeau	&	Sekine,	
2007]
– term	“Named	Entity”	coined	for	the	Sixth	Message	
Understanding	Conference	(MUC-6)	(R.	Grishman
&	Sundheim 1996).	

– important	sub-tasks	of	IE	called	“Named	Entity	
Recognition	and	Classification	(NERC)”.



• recognize	information	units	like	names,	
including	person,	organization	and location	
names,	and	numeric	expressions	including	
time,	date,	money and	percent	expressions.

• In	Machine	Reading,	many	other	entities:	
product,	kitchen	item,	sport,	etc.

Named	Entity	Recognition
[Nadeau	&	Sekine,	2007]



• Named	Entity	Resolution	[Theobald	&	Weikum,	
2012]
– Which individual	entities belong to which classes?

• instanceOf (Surajit Chaudhuri,	computer scientists),
• instanceOf (BarbaraLiskov,	computer scientists),
• instanceOf (Barbara	Liskov,	female humans),	…

Named	Entity	Resolution



• Named	Entities	Recognition	as	a	machine	
learning	task.
– Supervised	Learning

text

Named	Entity	Recognition
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• Named	Entity	Recognition	as	a	Machine	Learning	task.
– Supervised	Learning
– Possible	features	[Ratinov &	Roth,	2009],	[Khambhatla,	
2004],	[Zhou	et.	al.	2005]

• Words	“around”	and	including	entities	
• POS	(Part-Of-Speech)
• Prefixes	and	suffixes
• Capitalization
• Number	of	words
• Number	of	characters
• First	word,	last	word
• gazetteer	matches	

Named	Entity	Recognition
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• Supervised	Learning	using	Kernels
– A	Kernel	defines	similarity	implicitly	in	a	higher	
dimensional	space	

– Can	be	based	on	Strings,	Word	Sequences,	Parse	
Trees,	etc.

• For	strings	similarityµ number	of	common	substrings	
(or	subsequences)	

• Recommended	reading	on	string	kernels	[Lodhi et.	al.,	
2002]	

Named	Entity	Recognition
[Bach	&	Badaskar,	2007]



[Bach	&	Badaskar,	2007]
Named	Entity	Recognition
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• [Ratinov &	Roth,	2009]

Named	Entity	Recognition



• [Pennington	&	Socher &	Manning,	2014]

Named	Entity	Recognition



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Polysemy	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Machine	Reading
• Relation	Extraction

– Semi-structured	data
The	“Low-Hanging	Fruit”
• Wikipedia	infoboxes &	categories
• HMTL	lists	&	tables,	etc.

– Free	text
• Hearst-patterns;	clustering	by	verbal	phrases
• Natural-language	processing
• Advanced	patterns	&	iterative	bootstrapping



Machine	Reading

• Relation	Extraction	[Theobald	&	Weikum,	2012]
– Which instances (pairs of individual	entities)	are there
for given binary relations with specific type	
signatures?
• hasAdvisor (JimGray,	MikeHarrison)
• hasAdvisor (HectorGarcia-Molina,	Gio Wiederhold)
• hasAdvisor (Susan	Davidson,	Hector	Garcia-Molina)
• graduatedAt (JimGray,	Berkeley)
• graduatedAt (HectorGarcia-Molina,	Stanford)
• hasWonPrize (JimGray,	TuringAward)
• bornOn (JohnLennon,	9Oct1940)
• diedOn (JohnLennon,	8Dec1980)
• marriedTo (JohnLennon,	YokoOno)



Relation	Extraction

• Extracting	semantic	relations	between	entities	
in	text

• Relation	extraction	as	a	Machine	Learning	task.
– Supervised	Learning

NLP	tools
(POS,	Parse	

Trees)
text

[Bach	&	Badaskar,	2007]
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Relation	Extraction

• Relation	extraction	as	a	Machine	Learning	task.
– Supervised	Learning
– Possible	features	[Khambhatla,	2004],	[Zhou	et.	al.	
2005]

• Words	between	and	including	entities	
• Types	of	entities	(person,	location,	etc)	
• Number	of	entities	between	the	two	entities,	whether	both	
entities	belong	to	same	chunk	

• #	words	separating	the	two	entities	
• Path	between	the	two	entities	in	a	parse	tree	

[Bach	&	Badaskar,	2007]



Relation	Extraction

• Extracting	semantic	relations	between	entities	
in	text

• Relation	extraction	as	a	classification	task.
– Supervised	Learning

NLP	tools
(POS,	Parse	
Trees,	NER)

text
Features	
Extraction Classifier

[Bach	&	Badaskar,	2007]



Relation	Extraction

• Extracting	semantic	relations	between	entities	
in	text

• Relation	extraction	as	a	classification	task.
– Supervised	Learning

NLP	tools
(POS,	Parse	
Trees,	NER)

text
Features	
Extraction Classifier

Kernels

[Bach	&	Badaskar,	2007]



Relation	Extraction

• Supervised	Learning	using	Kernels
– A	Kernel	defines	similarity	implicitly	in	a	higher	
dimensional	space	

– Can	be	based	on	Strings,	Word	Sequences,	Parse	
Trees,	etc.

• For	strings,	similarityµ number	of	common	substrings	
(or	subsequences)	

• Recommended	reading	on	string	kernels	[Lodhi et.	al.,	
2002]	

[Bach	&	Badaskar,	2007]



Relation	Extraction
[Bach	&	Badaskar,	2007]
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Relation	Extraction
• Unsupervised	
Approaches	
– Bootstrap	can	
generate	a	large	
number	of	patterns	
and	relation	
instances.	

Set	of	labeled	pairs	of	
Instances	Examples

Set	of
labeled	Pattern	

Examples

Pattern	
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Pair	of	
Instances	
Classifier



• Supervised	learning	[Bunescu &	Mooney,	2005]
• Distant	and	Partial	Supervised	[Angeli &	
Tibshirani &	Wu	&	Manning,	2014]

Relation	Extraction



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Polysemy	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Co-Reference	and	Polysemy	Resolution

• Co-reference:	expressions	that	refer	to	the	
same	entity

Example	(figure)	taken	from:	http://nlp.stanford.edu/projects/coref.shtml
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Co-Reference	and	Polysemy	Resolution

• Co-reference:	expressions	that	refer	to	the	
same	entity

Example	(figure)	adapted	from	[Krishnamurthy &	Mitchell,	2011]

apple

apple	
computer	

Apple	
Computer	

cross-document co-reference



Co-Reference	and	Polysemy	Resolution

• Co-reference:	expressions	that	refer	to	the	same	
entity

• Which names denote which entities?	[Theobald	
&	Weikum,	2012]
– means (�Lady	Di�,	Diana	Spencer),
– means (�Diana	Frances	Mountbatten-Windsor”,	Diana	
Spencer),	…

– means (�Madonna�,	Madonna	Louise	Ciccone),
– means (�Madonna�,	Madonna(painting by Edward	
Munch)),	…

cross-document co-reference



Co-Reference	and	Polysemy	Resolution

• Polysemy:	is	the	capacity	for	a	sign	(such	as	a	
word,	phrase,	or	symbol)	to	have	multiple	
meanings	[Wikipedia]
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Example	(figure)	adapted	from	[Krishnamurthy &	Mitchell,	2011]
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• Co-Reference	
Resolution.
– Supervised	
Learning

– Possible	
features	
[Bengtson &	
Roth,	2008]
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• Supervised	Learning	using	Kernels
– A	Kernel	defines	similarity	implicitly	in	a	higher	
dimensional	space	

– Can	be	based	on	Strings,	Word	Sequences,	Parse	
Trees,	etc.

• For	strings	similarityµ number	of	common	substrings	
(or	subsequences)	

• Recommended	reading	on	string	kernels	[Lodhi et.	al.,	
2002]	

Co-Reference	and	Polysemy	Resolution
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• Semi-supervised	
Approaches	
– Bootstrap	can	
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• Co-Reference	Resolution:	
[Singh	et	al.,	2011],	[Krishnamurthy	&	Mitchell,	
2011],[Dutta &	Weikum,	2015]

• Polysemy	Resolution:
[Krishnamurthy	&	Mitchell,	2011], [Galárraga et	
al.,		2014]

Co-Reference	and	Polysemy	Resolution



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)
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Machine	Reading

• Relation	Discovery
– Which new relations are there for given pair	of
entities?
• hasAdvisor (JimGray,	MikeHarrison)
• hasCoAuthor(HectorGarcia-Molina,	Gio Wiederhold)
• graduatedAt (JimGray,	Berkeley)
• studiedAt (HectorGarcia-Molina,	Stanford)
• bornOn (JohnLennon,	9Oct1940)
• releasedAlbum (JohnLennon,	10Dec1965)



Set	of	labeled	pairs	of	
Instances	Examples

Set	of
labeled	Pattern	

Examples

Relation	Discovery

Clustering	
Algorithm



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Inference

• Inference is	the	act	or	process	of	deriving	
logical	conclusions	from	premises	known	or	
assumed	to	be	true	[Wikipedia]



Inference

• Manually	crafted	inference	rules

• Automatically	learned	inference	rules

• Data	mining	the	Knowledge	Base



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Machine	Reading

• Ontology	Representation

Facts	(RDF	triples)
1:	(Jim,	hasAdvisor,	Mike)
2:	(Surajit,	hasAdvisor,	Jeff)
3:	(Madonna,	marriedTo,	GuyRitchie)
4:	(Nicolas,	marriedTo,	Carla)
5:	(ManchesterU,	wonCup,	ChampionsLeague)

Reification:
“Facts	about Facts”:
6:			(1,	inYear,	1968)
7:			(2,	inYear,	2006)
8:			(3,	validFrom,	22-Dec-2000)	
9:			(3,	validUntil,	Nov-2008)
10:	(4,	validFrom,	2-Feb-2008)
11:	(2,	source,	SigmodRecord)
12:	(5,	inYear,	1999)
13:	(5,	location,	CampNou)
14:	(5,	source,	Wikipedia)



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)
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S1.) Alice caught the butterfly with the spots. 
S2.) Alice caught the butterfly with the net. 

Relations: 
locatedIn(city, country): 
locatedIn(Saint Etienne, France), …
animalHasCoatPattern(animal,	coatPattern):	
animalHasCoatPattern(zebra,	stripes),	
animalHasCoatPattern(leopard,	spots),
animalHasCoatPattern(butterfly,	spots),	…
caught(instrument,	animal):	
caught(net,	butterfly),	
caught(fish,	fishing	rod),	…

Categories:
city(city):	
city(Saint	Etienne),	…

animal(animal):	
animal(zebra),	
animal(butterfly),	…

Nakashole and	Mitchell,	2015
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(Micro-Read)
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DBPedia
http://wiki.dbpedia.org/
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Mapping	Wikipedia	semi-structured	data	into	RDF	triples



DBPedia

Mapping	Wikipedia	semi-structured	data	into	RDF	triples
Semi-structured	data

The	“Low-Hanging	Fruit”



It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 
supports herself by doing deep background investigations for Dragan Armansky, who, in 
turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 

Machine	Reading

This	slide	was	adapted	from	[Hady et	al.,	2011]	
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same

This	slide	was	adapted	from	[Hady et	al.,	2011]	

It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 
supports herself by doing deep background investigations for Dragan Armansky, who, in 
turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 
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Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
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DBPedia

• How	to	Read	Wikipedia	Semi-structured	data?	
[Lehmann	et	al.,	2014]

– Parse	Wikipedia	Markup	language
– Overcome	the	lack	of	standard	problem

• Same	properties	might	have	different	names
• “Datebirth”	and	“Birth_date”
• “Birthplace”	and	“Birth_place”

– Instead	of	“Modeling	the	World”,	try	to	structure	
the	available	information



DBPedia



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Outline

• Machine	Learning
• Machine	Reading
• Reading	the	Web

–DBPedia
–YAGO
– KnowItAll
– NELL



The	YAGO-NAGA	Project:
Harvesting,	Searching,	and	Ranking	Knowledge	

from	the	Web



The	YAGO-NAGA	Project:
Harvesting,	Searching,	and	Ranking	

Knowledge	from	the	Web



YAGO

• Yet	Another	Great	Ontology	- YAGO
• Main	Goal:	building	a	conveniently	searchable,	
large-scale,	highly	accurate	knowledge	base	of	
common	facts	in	a	machine-processable
representation



YAGO



YAGO

• Turn	Web	into	Knowledge	Base	[Weikum et	
al.,	2009]
– Building a	comprehensive Knowledge Base	of
human	knowledge

– knowledge from Wikipedia	and WordNet
– the	ontology	check	itself	for	precision



YAGO

• The	knowledge	base	is	automatically	
constructed	from	Wikipedia

• Each	article	in	Wikipedia	becomes	an	entity	in	
the	kb	(e.g.,	since	Leonard	Cohen	has	an	
article	in	Wikipedia,	LeonardCohen becomes	
an	entity	in	YAGO).	
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YAGO
Wikipedia	InfoBox



YAGO
Wikipedia	InfoBox

Semi-structured	data
The	“Low-Hanging	Fruit”



YAGO
Wikipedia	InfoBox

Semi-structured	data
The	“Low-Hanging	Fruit”



YAGO

• Certain	categories	are	exploited	to	deliver	
type	information	(e.g.,	the	article	about	
Leonard	Cohen	is	in	the	category	Canadian	
male	poets,	so	he	becomes	a	Canadian	poet).	



YAGO
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Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



YAGO
• For	each	category	of	a	page	[Hoffart	et	al.,	2012]

– Using	shallow	parsing,	determine	the	head	word	of	the	
category	name.	In	the	example	of	Canadian	poets,	the	
head	word	is	poets.	

– If	the	head	word	is	in	plural,	then	proposes	the	category	as	
a	class	and	the	article	entity	as	an	instance	

– Link	the	class	to	the	WordNet taxonomy	(most	frequent	
sense	of	the	head	word	in	WordNet)

• only	countable	nouns	can	appear	in	plural	form
• only	countable	nouns	can	be	ontological	classes
• thematic	categories	(such	as	Canadian	poetry)	are	
different	from	conceptual	Categories
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Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



YAGO

• About	100	manually	defined	relations
– wasBornOnDate
– locatedIn
– hasPopulation

• Categories	and	infoboxes are	exploited	to	
deliver	facts	(instances	of	relations).	



YAGO

• Manually	defined	patterns	that	map	
categories	and	infobox attributes	to	fact	
templates
– infobox attribute	born=Montreal,	thus	
wasBornIn(LeonardCohen,	Montreal)	

• Pattern-based	extractions	resulted	in	2	million	
extracted	entities	and	20	million	facts



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



YAGO
• Based	on	declarative	rules	(stored	in	text	files)
• The	rules	take	the	form	of	subject-predicate-
object	triples,	so	that	they	are	basically	
additional	facts

• There	are	different	types	of	rules



YAGO
• Factual	rules:	 definition	of	all	relations,	their	domains	and	

ranges,	and	the	definition	of	the	classes	that	make	up	the	
YAGO	hierarchy	of	literal	types.

• Implication	rules: express	that	if	certain	facts	appear	in	the	
knowledge	base,	then	another	fact	shall	be	added.	Horn	
clause	rules.

• Replacement	rules: for	interpreting	micro-formats,	
cleaning	up	HTML	tags,	and	normalizing	numbers.

• Extraction	rules:	apply	primarily	to	patterns	found	in	the	
Wikipedia	infoboxes,	but	also	to	Wikipedia	categories,	
article	titles,	and	even	other	regular	elements	in	the	source	
such	as	headings,	links,	or	references.
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Knowledge	
Representation
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YAGO
• Automatically	verifies	consistency

– Check	uniqueness	of	functional	arguments
• spouse(x,y)	Ù diff(y,z)	Þ ¬spouse(x,z)

– Check	domains	and	ranges	of	relations
• spouse(x,y)	Þ female(x)
• spouse(x,y)	Þmale(y)
• spouse(x,y)	Þ (f(x)Ùm(y))	Ú (m(x)Ùf(y))	
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YAGO
• Automatically	verifies	consistency

– Hard	Constraint
• hasAdvisor(x,y)	Ù graduatedInYear(x,t)	Ù graduatedInYear(y,s)	Þ s	<	t

– Soft	Constraint	
• firstPaper(x,p)	Ù firstPaper(y,q)	Ù author(p,x)	Ù author(p,y)	)	Ù

inYear(p)	>	inYear(q)	+	5years	Þ hasAdvisor(x,y)	[0.6]
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YAGO

• Ontology	Representation
– Entities	and	Relations	of	public	interest
– Format: TSV,	RDF,	XML,	N3,	Web	Interface
– Learns

• Instances	and	patterns	from	Wikipedia;
• Taxonomy	from	WordNet;
• Geotags	information	from	Geonames.



YAGO

• Named	Entity	Resolution/Extraction	[Theobald	&	
Weikum,	2012]

– Based	on	rules	and	patterns	extracted	from	
Wikipedia

– Disambiguation	is	a	relevant	issue
– Semi-structured	data

The	“Low-Hanging	Fruit”
• Wikipedia	infoboxes &	categories
• HMTL	lists	&	tables,	etc.
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It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
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discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
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YAGO

• YAGO2:	Exploring	and	Querying	World	
Knowledge	in	Time,	Space,	Context,	and	Many	
Languages
– New	relations	specifically	designed	to	cover	time,	
space	and	context

– Wikipedia	translated	pages	as	sources	for	other	
languages



YAGO

• YAGO3	[Mahdisoltani &	Biega &	Suchanek,	2015]
– an	extension	of	the	YAGO	knowledge	base;
– built	from	the	Wikipedias in	multiple	languages.	
– fuses	the	multilingual	information	with	the	English	WordNet
– categories,	infoboxes,	and	Wikidata,	to	learn	the	meaning	of	
infobox attributes	across	languages

– 10	different	languages
– precision	of	95%-100%	in	the	attribute	mapping
– enlarges	YAGO	by	1m	new	entities	and	7m	new	facts.	



YAGO

• More	on	YAGO:
– Very	nice	tutorials:

• “Knowledge	Bases	for	Web	Content	Analytics”	at	WWW	
2015,	Florence,	May	2015.

• "Semantic	Knowledge	Bases	from	Web	Sources" at	IJCAI	
2011,	Barcelona,	July	2011	"Harvesting	Knowledge	from	
Web	Data	and	Text" at	CIKM	2010,	Toronto,	October	2010	
"From	Information	to	Knowledge:	Harvesting	Entities	and	
Relationships	from	Web	Sources" at	PODS	2010,	
Indianapolis,	June	2010

– Project	Website:
• http://www.mpi-inf.mpg.de/yago-naga/



YAGO
• More	on	YAGO	(http://www.mpi-inf.mpg.de/yago-naga/)
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YAGO
• More	on	YAGO	(http://www.mpi-inf.mpg.de/yago-naga/)

*	YAGO3	is	out,	and	combines	information	from	Wikipedias in	10	different	
languages:
https://suchanek.name/work/publications/cidr2015.pdf

*	Automatically	find	rules	such	as	“if	you	are	married	then	you	live	in	the	same	
city	as	your	spouse“	in	YAGO:
http://www.mpi-inf.mpg.de/departments/databases-and-information-
systems/research/yago-naga/amie/

*	Plans	to	add	commercial	products	to	YAGO:
http://www.mpi-inf.mpg.de/departments/databases-and-information-
systems/research/yago-naga/ibex/
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KnowItAll:	Open	Information	Extraction



KnowItAll:	Open	Information	Extraction



KnowItAll

• Motivation:	New	Paradigm	for	Search	[Etzioni,	2008]

– The	future	of	Web	Search
– Read	the	Web	instead	of	retrieving	Web	pages	to	
perform	Web	Search



KnowItAll

• Information	Extraction	(IE)	+	tractable	
inference	

– IE(sentence)	=	who	did	what?
• speaker(Sheila	Mcllraith,	IJCAI-16)

– Inference	=	uncover	implicit	information
• Will	Pittsburgh	Steelers	be	champions	again?

• Open	Information	Extraction	[Banko et	al.,	2007]



Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



Open	Information	Extraction	
[Banko et	al.,	2007]

• Open	IE	systems	avoid	specific	nouns	and	
verbs	
• Extractors	are	unlexicalized—formulated	only	
in	terms	of:

– syntactic	tokens	(e.g.,	part-of-speech	tags)	
– closed-word	classes	(e.g.,	of,	in,	such	as).	

• Open	IE	extractors	focus	on	generic	ways	in	
which	relationships	are	expressed	in	English

– naturally	generalizing	across	domains.
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• Open	IE	extractors	focus	on	generic	ways	in	
which	relationships	are	expressed	in	English

– naturally	generalizing	across	domains.

Relation	
Discovery



Open	Information	Extraction	

• Open	IE	systems	are	traditionally	based	on		
three	steps	[Etzioni et	al.,	2011]:
– 1.	Label:	Sentences	are	automatically	labeled	with	
extractions	using	heuristics	or	distant	supervision.

Unsupervised	
Learning
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Open	Information	Extraction	

• Open	IE	systems	are	traditionally	based	on		
three	steps	[Etzioni et	al.,	2011]:
– 1.	Label:	Sentences	are	automatically	labeled	with	
extractions	using	heuristics	or	distant	supervision.

– 2.	Learn: A	relation	phrase	extractor	is	learned	using	a	
sequence-labeling	graphical	model	(e.g.,	CRF).

– 3.	Extract: given	a	sentence	as	input,	identifies	a	candidate	
pair	of	NP	arguments	(Arg1,	Arg2)	from	the	sentence,	and	
then	uses	the	learned	extractor	to	label	each	word	
between	the	two	arguments	as	part	of	the	relation	phrase	
or	not.

Inference



Open	Information	Extraction	

• TextRunner	[Banko et	al.,	2007]	was	the	first	OIE	
system;

• OIE	became	the	main	focus	of	the	KnowItAll
project;

• Two	main	problems:	
– incoherent	extractions;
– uninformative	relations



Open	Information	Extraction	

• incoherent	extractions



Open	Information	Extraction	

• uninformative	relations



Open	Information	Extraction	
• TextRunner was	based	on



OIE:	the	second	generation
• New	syntactic	constraint	based	on	POS	tag	patterns

• simple	verb	phrase	(e.g.,	invented)
• verb	phrase	followed	immediately	by	a	preposition	or	

particle	(e.g.,	located	in)
• verb	phrase	followed	by	a	simple	noun	phrase	and	ending	

in	a	preposition	or	particle	(e.g.,	has	atomic	weight	of)
• multiple	possible	matches,	then	the	longest	possible	match	

is	chosen.



OIE:	the	second	generation
• New	lexical	constraint	to	separate	valid	
relation	phrases	from	over-specified	relation	
phrases

• The	lexical	constraint	is	based	on	the	intuition	
that	a	valid	relation	phrase	should	take	many	
distinct	arguments	in	a	large	corpus.



OIE:	the	second	generation
• New	OIE	System:	ReVerb [Fader	et	al.,	2011]

– Input:	a	POS-tagged	and	NP-chunked	sentence
– Output:	a	set	of	(x,r,y)	extraction	triples
– Based	on	two	extraction	algorithm:

• 1.	Relation	Extraction:	based	on	the	new	constraints
• 2.	Argument	Extraction:	For	each	relation	phrase	r	iden-
tified in	Step	1,	find	the	nearest	noun	phrase	x	to	the	
left	and	the	nearest	noun	phrase	y	to	the	right	of	r	in	s.	
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OIE:	the	second	generation
Table	extracted	from	[Etzioni et	al.,	2011]



OIE:	the	second	generation
• New	OIE	System:	ArgLearner [Etzioni et	al.,	2011]



OIE:	the	second	generation
• New	OIE	System:	
• ReVerb +	ArgLearner =	R2A2	[Etzioni et	al.,	2011]



OIE:	the	second	generation
• New	OIE	System:	
• ReVerb +	ArgLearner =	R2A2	[Etzioni et	al.,	2011]

Free	text
Hearst-patterns;	clustering	by	verbal	
phrases
Natural-language	processing
Advanced	patterns	&	iterative	
bootstrapping

(“Dual	Iterative	Pattern	Relation	
Extraction”)



It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 
supports herself by doing deep background investigations for Dragan Armansky, who, in 
turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 
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This	slide	was	adapted	from	[Hady et	al.,	2011]	
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Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



More	on	KnowItAll
• Open	IE	is	now	included	in	the	Stanford	CoreNLP package:	

http://nlp.stanford.edu/software/openie.shtml (ACL	2015	
paper	is	linked	to	from	this	page).
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More	on	KnowItAll
• Open	IE	4.0:	http://knowitall.github.io/openie/



More	on	KnowItAll
• Open	IE	in	Chinese:	

https://www.semanticscholar.org/paper/19f83e125aa638419
7b7a1fb138f0de531ab73eb
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Never-Ending	Language	Learner

Joint	work	with	Carnegie	Mellon	Read	The	Web	Project	Group	
(http://rtw.ml.cmu.edu/rtw/)	

and	MaLL (Machine	Learning	Lab)	from	Federal	University	of	São	Carlos	
(http://www.dc.ufscar.br/MaLL/MaLL.html)
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NELL:	Never-Ending	Language	Learner

•Inputs:
l initial ontology
l handful of examples of each predicate in ontology 
l the web 
l occasional interaction with human trainers

•The task:
l run 24x7, forever
–• each day: 
– 1. extract more facts from the web to populate the initial ontology 
– 2. learn to read (perform #1) better than yesterday



NELL:	Never-Ending	Language	Learner
• Goal:
• • run 24x7, forever
• • each day: 
• 1. extract more facts from the web to populate given ontology 
• 2. learn to read better than yesterday

• Today...
• Running 24 x 7, since January, 2010
• Input: 
• • ontology defining ~800 categories and relations 
• • 10-20 seed examples of each 
• • 1 billion web pages (ClueWeb – Jamie Callan)

• Result: 
• • continuously growing KB with +90.000,000 extracted beliefs (different levels of 

confidence)



http://rtw.ml.cmu.edu

ECML/PKDD2012																																																		Bristol,	UK																																																		
September,	26th,	2012



NELL:	Never-Ending	Language	Learner
• http://rtw.ml.cmu.edu





Learning to Read and Learning by Reading
1. Classify noun phrases (NP’s) by category



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial

arg1	is	home	of
traits	such	as	arg1



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial

arg1	is	home	of
traits	such	as	arg1

anxiety
selfishness
London



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial

arg1	is	home	of
traits	such	as	arg1

anxiety
selfishness
London



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial

arg1	is	home	of
traits	such	as	arg1

anxiety
selfishness
London

it’s underconstrained!!



The	Problem	with	Semi-Supervised	Bootstrap	
Learning

Paris
Pittsburgh
Seattle
Cupertino

mayor	of		arg1
live	in		arg1

San	Francisco
Austin
denial

arg1	is	home	of
traits	such	as	arg1

anxiety
selfishness
London

it’s underconstrained!!



Key Idea 1: Coupled semi-supervised training of 
many functions



Coupled Training Type 1: Co-training, Multiview, Co-
regularization 
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Type 1 Coupling Constraints in NELL



Coupled	Training	Type	2:
Structured	Outputs,	Multitask,	Posterior	Regularization,	

Multilabel

Learn	functions	with	the	same	input,	different	outputs,	where	we	know	
some	constraint
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Coupled	Training	Type	2:
Structured	Outputs,	Multitask,	Posterior	Regularization,	

Multilabel

Learn	functions	with	the	same	input,	different	outputs,	where	we	know	
some	constraint



Type 2 Coupling Constraints in NELL



Multi-view, Multi-Task Coupling



Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation



Learning Relations between NP’s



Learning Relations between NP’s



Type	3	Coupling:	Argument	Types



Pure	EM	Approach	to	Coupled	Training

• E: jointly estimate latent labels 
for each function of each 

unlabeled example
• M: retrain all functions, based 

on these probabilistic labels

Scaling problem:
• E step: 20M NP’s, 1014 NP pairs to label
• M step: 50M text contexts to consider for each function à 1010 
parameters to retrain
• even more URL-HTML contexts..



NELL’s	Approximation	to	EM

E’ step:
• Consider only a growing subset of the latent variable assignments
– category variables: up to 250 NP’s per category per iteration 
– relation variables: add only if confident and args of correct type 
– this set of explicit latent assignments *IS* the knowledge base

M’ step: 
• Each view-based learner retrains itself from the updated KB 
• “context” methods create growing subsets of contexts



NELL Architecture









If coupled learning is the key idea, how can we 
get new coupling constraints?



Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation
3. Discover rules to predict new relation instances



Key Idea 2: Discover New Coupling 
Constraints

• • first order, probabilistic horn clause 
constraints

• 0.93 athletePlaysSport(?x,?y) :- athletePlaysForTeam(?x,?z), 
teamPlaysSport(?z,?y)

• – connects previously uncoupled relation 
predicates 

• – infers new beliefs for KB



Example	Learned	Horn	Clauses
• 0.95 athletePlaysSport(?x,basketball) :- athleteInLeague(?x,NBA) 

• 0.93 athletePlaysSport(?x,?y) :- athletePlaysForTeam(?x,?z)
• teamPlaysSport(?z,?y) 

• 0.91 teamPlaysInLeague(?x,NHL) :- teamWonTrophy(?x,Stanley_Cup)

• 0.90	athleteInLeague(?x,?y):- athletePlaysForTeam(?x,?z), 
teamPlaysInLeague(?z,?y)

• 0.88 cityInState(?x,?y) :- cityCapitalOfState(?x,?y), 
• cityInCountry(?y,USA)

• 0.62* newspaperInCity(?x,New_York) :- companyEconomicSector(?x,media), 
generalizations(?x,blog)



Learned	Probabilistic	Horn	Clause	Rules



Learned	Probabilistic	Horn	Clause	Rules
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2. Classify NP pairs by relation
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Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation
3. Discover rules to predict new relation instances
4. Learn which NP’s (co)refer to which latent concepts
5. Discover new relations to extend ontology



Key Idea 3: Automatically Extending 
the Ontology



OntExt (Ontology Extension)
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OntExt (Ontology Extension)

Everything

Person CitySport

WorksFor PlayedIn

Organization

UniversityCompany
LivesIn

LocatedIn
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Prophet

u w

v

Category	u Category	w

Σ

• Compute	the	number	of	common	
neighbors		

• Compute	the	cumulative	number	
of	instances	for	the	categories	
nodes	Σ

• NΛc(uc,wc )	is the	number of	open	
triangles for	categories u	and	w.	
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Prophet

• If	 >	ξ then	create	the	new	relation
• ξ =	10	(empirically)

sport sportsLeague

sportsTeam



Prophet

• If	 >	ξ then	create	the	new	relation
• ξ =	10	(empirically)
• Name	the	new	relation	based	on	text

sport sportsLeague

sportsTeam

isPlayedIn



OntExt





Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation
3. Discover rules to predict new relation instances
4. Learn which NP’s (co)refer to which latent concepts
5. Discover new relations to extend ontology
6. Learn to infer relation instances via targeted random walks



Feature	=	Typed	Path
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CityLocatedInCountry(Pittsburgh)	=	?	
[Lao, Mitchell, Cohen, EMNLP 2011]
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Feature	=	Typed	Path
CityInState,	CityInstate-1,	CityLocatedInCountry 0.8																										0.32

Pittsburgh	

Pennsylvania

Philadelphia
Harisburg

…(14)

U.S.

Feature	Value

Logistic	
Regresssion
Weight

CityLocatedInCountry(Pittsburgh)	=	?	

Pr(U.S. | Pittsburgh, TypedPath)

[Lao, Mitchell, Cohen, EMNLP 2011]
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Feature	=	Typed	Path
CityInState,	CityInstate-1,	CityLocatedInCountry 0.8																										0.32
AtLocation-1,	AtLocation,	CityLocatedInCountry 0.6																										0.20

Pittsburgh	

Pennsylvania

Philadelphia
Harisburg

…(14)

U.S.

Feature	Value

Logistic	
Regresssion
Weight

DeltaPPG

Atlanta
Dallas

Tokyo

Japan

CityLocatedInCountry(Pittsburgh)	=	?	
[Lao, Mitchell, Cohen, EMNLP 2011]



Feature	=	Typed	Path
CityInState,	CityInstate-1,	CityLocatedInCountry 0.8																										0.32
AtLocation-1,	AtLocation,	CityLocatedInCountry 0.6																										0.20
…																																																																																							…																													…

Pittsburgh	

Pennsylvania

Philadelphia
Harisburg

…(14)

U.S.

Feature	Value

Logistic	
Regresssion
Weight

CityLocatedInCountry(Pittsburgh)	=	U.S.				p=0.58

DeltaPPG

Atlanta
Dallas

Tokyo

Japan

CityLocatedInCountry(Pittsburgh)	=	?	

1. Tractable		
(bounded	length)

2. Anytime

3. Accuracy	increases	as	KB	
grows

4. combines	probabilities	from	
different	horn	clauses

[Lao, Mitchell, Cohen, EMNLP 2011]



Random	walk	inference:	learned	rules

•CityLocatedInCountry(city,	country):

•8.04	cityliesonriver,	cityliesonriver-1,	citylocatedincountry
•5.42	hasofficeincity-1,	hasofficeincity,	citylocatedincountry
•4.98	cityalsoknownas,	cityalsoknownas,	citylocatedincountry
•2.85	citycapitalofcountry,citylocatedincountry-1,citylocatedincountry	
•2.29	agentactsinlocation-1,	agentactsinlocation,	citylocatedincountry
•1.22	statehascapital-1,	statelocatedincountry
•0.66	citycapitalofcountry
• .
• .
• .	
7	of	the	2985	learned	rules	for	CityLocatedInCountry



Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation
3. Discover rules to predict new relation instances
4. Learn which NP’s (co)refer to which latent concepts
5. Discover new relations to extend ontology
6. Learn to infer relation instances via targeted random walks
7. Vision: connect NELL and NEIL 



New	Direction:	Integrate	Vision	with	Text
•The	problem:
• Many	things	not	learnable	from	text

•New	direction:
• integrate	NELL	with	NEIL	(Never	Ending	Image	Learner)	[Gupta,	Chen,	

2013]
• NELL	gives	noun	phrases	it	understands	to	NEIL
• NEIL	collects	images	associated	with	these,	and	analyzes
• NELL,	NEIL	cotraining



NEIL

NEIL / NELL Polysemy:  Bass
NELL

Fish

Fish:Bluefish Fish:Bass

“bluefish” “bass”

MusicalInstrument

Mus:Bass Mus:Guitar

“guitar”



NEIL

NEIL / NELL Polysemy:  Bass
NELL

looks like

Fish

Fish:Bluefish Fish:Bass

“bluefish” “bass”

MusicalInstrument

Mus:Bass Mus:Guitar

“guitar”

looks like



NEIL
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Building the Knowledge Graph by Reading
1. Classify noun phrases (NP’s) by category
2. Classify NP pairs by relation
3. Discover rules to predict new relation instances
4. Learn which NP’s (co)refer to which latent concepts
5. Discover new relations to extend ontology
6. Learn to infer relation instances via targeted random walks
7. Vision: connect NELL and NEIL 
8. Mutilingual NELL (English, Portuguese, Spanish, ...) 



Recently	learned	beliefs	(from	English	text)

Recently	learned	beliefs	(from	Portuguese	text)



How	to	Read	the	Web	in	Many	Languages?



NELL:	Never-Ending	Language	Learner

English	Version
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Multilingual	Reading	The	Web

Picture	Adapted	from	http://www.xlike.org
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Crosslingual Reading	The	Web

Easy	to	Merge
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Crosslingual Reading	The	Web

Not	so	easy	to	Merge



Crosslingual Reading	The	Web



Merging	Concepts	Learned	in	Different	
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Hruschka	Jr.	

and	Mitchell,	2016
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Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

Input:
EquivalentTo

Positive	Examples:
About	4000	manually	
Defined	equivalence	
relations



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

Input: Negative	Examples:	8000	automatically	defined	non-equivalence	
relations



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

Input:
1.4M	automatically	
translated	literal
strings	pairs



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

Input:

CanBeTranslatedAs

1.4M	automatically	
translated	literal
strings	pairs



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

ML	Task:
binary	classifier	(yes/no)	for	a	given	
“equivalentTo”	Relation	candidate
The	Classifier:
If	
sameCategory(concept1,concept2),	and
differentLang(concept1,concept2),	and
higherThanTreshold(score)
then,	yes



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

3	Approaches:
Personalized	Page	Rank	– PPR
Path	Ranking	Algorithm	– PRA
Dictionary-based	– Baseline



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

PPR	configuration:
• 2,000	random	walks
• walk	length:	5	
• probability	of	restart:	0.01

PRA	configuration:
• breadth-first	search
• depth:	2	
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Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

Originally	Sparse	Graphs
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Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

• denser	SVO+pruned graph	enhances	the	
performance	of	the	PRA-based	proposal

• PPR	is	less	regular	and	changes	considerably	
among	categories	



Merging	Concepts	Learned	in	Different	
Languages Hernandez-Gonzalez,	

Hruschka	Jr.	

and	Mitchell,	2016

• Dictionary	is	very	competitive	in	categories	we	can	
find	translations	for	their	instances.	In	category	sport,
the	performance	was	very	good,	but	not	in	category	
Movie

• PRA	often	considers	the	“canBeTranslatedAs”	path	
as	strong	feature,	thus	it	can	be	seen	as	internally	
using	the	dictionary	approach.	But,	can	help	when	the	
Dictionary	brings	bad	results	(see	country	and	person).	



Key Idea 4: Cumulative, Staged Learning
Learning X improves ability to learn Y

1. Classify noun phrases (NP’s) by category

2. Classify NP pairs by relation
3. Discover rules to predict new relation instances

4. Learn which NP’s (co)refer to which latent concepts

5. Discover new relations to extend ontology

6. Learn to infer relation instances via targeted random walks

7. Vision: connect NELL and NEIL 

8. Mutilingual NELL (Portuguese) 
9. CrossLingual NELL

10. Learn to microread single sentences and single documents

11. Self reflection, self-directed learning

12. Goal-driven reading: predict, then read to corroborate/correct

13. Make NELL learn by conversation (e.g, Twitter)

14. Add a robot body, or mobile phone body, to NELL



Key Idea 4: Cumulative, Staged Learning
Learning X improves ability to learn Y

1. Classify noun phrases (NP’s) by category

2. Classify NP pairs by relation
3. Discover rules to predict new relation instances

4. Learn which NP’s (co)refer to which latent concepts

5. Discover new relations to extend ontology

6. Learn to infer relation instances via targeted random walks

7. Vision: connect NELL and NEIL 

8. Mutilingual NELL (Portuguese) 
9. CrossLingual NELL

10. Learn to microread single sentences and single documents

11. Self reflection, self-directed learning

12. Goal-driven reading: predict, then read to corroborate/correct

13. Make NELL learn by conversation (e.g, Twitter)

14. Add a robot body, or mobile phone body, to NELL

NELL	is	here	



NELL:	Never-Ending	Language	Learner
•NELL	is	grown	enough	for	new	steps
• Knowledge	on	Demand



NELL:	Never-Ending	Language	Learner
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Conversing	Learning
•Basic	Steps:

• Decide	which	task	is	going	to	be	asked	
• Determine	who	are	the	oracles	the	ML	system	is	
going	to	consult	

• Propose	a	method	of	conversation	with	oracles,	
often	humans	

• Determine	how	to	feedback	the	ML	system	with	
the	community	inputs	
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Conversing	Learning

•Decide	which	task	is	going	to	be	asked

• Learned	facts
• Learned	Inference	Rules
• Metadata	(mainly	for	automatically	extending	the	
ontology)
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Conversing	Learning
•who	are	the	oracles	the	ML	system	is	going	to	consult
•Yahoo!	Answers	

– very	popular	on	the	Web	
– a	lot	of	metadata	to	harvest	

•Twitter	
– millions	of	users	worldwide
– a	system	that	was	not	designed	to	work	as	a	QA	
environment	

•Both	web	communities	have	API	to	connect	to	their	
database	
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Conversing	Learning
•Propose	a	method	of	conversation	with	oracles,	
often	humans	
•Macro	Question-Answering
•For	each	posted	question:

– Ask	for	yes/no	simple	answers
– Try	to	understand	every	answer
– Discard	answers	too	difficult	to	understand
– Conclude	based	only	on	fully	understood	answers



Conversing	Learning
•Basic	Steps:

• Decide	which	task	is	going	to	be	asked	
• Determine	who	are	the	oracles	the	ML	system	is	
going	to	consult	

• Propose	a	method	of	conversation	with	oracles,	
often	humans	

• Determine	how	to	feedback	the	ML	system	with	
the	community	inputs	



Conversing	Learning

•how	to	feedback	the	ML	system	with	the	
community	inputs?
•Suggested	actions	to	NELL:

– Synonym/co-reference	resolution	
– Automatically	update	the	Knowledge	Base
– Feature	Selection/Weighting



Conversing	Learning
•Some	Initial	Results	with	First	Order	Rules:
• Take	top	10%	of	rules	from	Rule	Learner	
• 60	rules	were	converted	into	questions	and	
asked	with	both	the	regular	and	the	Yes/No	
question	approach	

• The	120	questions	received	a	total	of	350	
answers.	



Conversing	Learning
•Some	Initial	Results	with	First	Order	Rules:
• Rule	extracted	from	NELL	in	PROLOG	format	
•stateLocatedInCountry(x,y):-
statehascapital(x,z),	citylocatedincoutry(z,y)	

• converted	into	question:	
•Is	this	statement	always	true?	If	state	X	has	
capital	Z	and	city	Z	is	located	in	country	Y	then	
state	X	is	located	in	country	Y.	



Conversing	Learning	- FOR
•Question:	(Yes	or	No?)	If	athlete	Z	is	member	of	team	X	and	
athlete	Z	plays	in	league	Y,	then	team	X	plays	in	league	Y.	

• Twitter	answers	sample:	
• No.	(Z	in	X)	� (Z	in	Y)	→	(X	in	Y)	

• Yahoo!	Answers	sample:	
• NO,	Not	in	EVERY	case.	Athlete	Z	could	be	a	member	of	
football	team	X	and	he	could	also	play	in	his	pub’s	Friday	
nights	dart	team.	The	Dart	team	could	play	in	league	Y	(and	Z	
therefore	by	definition	plays	in	league	Y).	This	does	not	mean	
that	the	football	team	plays	in	the	darts	league!	
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•Some	Initial	Results	with	Metadata:
• Question:	Could	you	please	give	me	some	examples	of	

clothing?	
• Answer	01:	Snowshoes,	rain	ponchos,	galoshes,	sunhats,	visors,	

scarves,	mittens,	and	wellies are	all	examples	of	weather	
specific	clothing!	

• Answer	02:	pants	
• Answer	03:	Training	shoes	can	be	worn	by	anyone	for	any	

purpose,	but	the	term	means	to	train	in	sports

Conversing	Learning



•Some	Initial	Results	with	Metadata:

• Users	replied	with	552	seeds	for	129	categories
Total	of	5900	promotions	with	seeds	created	by	NELL’s	
developers	

• Total	of	5300	promotions	with	seeds	extracted	from	answers	of	
Twitter	users	(similar	precision)

Conversing	Learning



•Some	Initial	Results	with	Metadata:
• For	Relation	Discovery	Components

– Symmetry:	Is	it	always	true	that	if	a	person	P1	is	
neighbor	of	a	person	P2,	then	P2	is	neighbor	of	P1?	

– Anti-symmetry:	Is	it	always	true	that	if	a	person	P1	is	
the	coach	of	a	person	P2,	then	P2	is	not	coach	of	P1?	

Conversing	Learning



•Some	Initial	Results	with	Metadata:
• Feature	Weighting/Selection	for	CMC

– Logistic	Regression	features	are	based	on	noun	phrase	
morphology

– (true	or	false)	hotel	names	tend	to	be	compound	noun	
phrases	having	“hotel”	as	last	the	word.	

– (true	or	false)	a	word	having	“burgh”	as	sufix (ex.	
Pittsburgh)	tend	to	be	a	city	name.

Conversing	Learning



•On	going	and	future	work

• Asking	to	the	right	community	and	to	the	right	person
• Asking	the	right	thing	to	maximize	the	results	with	minimum	

questions	(multi-view Active	Learning)
• Better	Question-Answering	methods
• Asking	in	different	languages	and	explore	time	zones.	

Conversing	Learning



NELL:	Never-Ending	Language	Learner

•Knowledge	Base	Validation	in	NELL

• Human	Supervision: RTW	group	members;	
• Conversing	Learning: NELL	can	autonomously	talk	to	
people	in	web	communities	and	ask	for	help

• Web	Querying: NELL	can	query	the	Web	on	specific	
facts	to	verify	correctness,	or	to	predict	the	validity	of	a	
new	fact;	

• Hiring	Labelers: NELL	can	autonomously	hire	people	
(using	web	services	such	as	Mechanical	Turk)	to	label	
data	and	help	the	system	to	validate	acquired	
knowledge.	
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I	can	wait	
more…

Shrimp is	
healthy

0.72

500

Information
Validation

healthyFood
(shrimp)

healthyFood
(shrimp)

healthyFood
(apple)

0.88

• Querying	by	human	or	agent
• Information	validation

• Open	Web
• Online/Anytime

• Scalable
• Few	seed	examples
for	training

• Small
ontology

Motivation
Samadi, Veloso and Blum,	2013



Predicate	Instance	Evaluator	

keywords:

healthyFood(shrimp)?

Given	the	input	time,	which	CBIs	should	be	extracted?

510

Vitamin					0.88
Calories					0.83
Grow									0.69
Tree											0.66
Amount				0.59
Minerals				0.49

.

.

.

Samadi, Veloso and Blum,	2013



NELL:	Never-Ending	Language	Learner

•OpenEval in	the	last	iteration:
–academicfield 0.8976357986206526
Environmental	Anthropology.
–Several	excellent	textbooks	and	readers	in	
environmental	anthropology	have	now	
appeared,	establishing	a	basic	survey	of	the		
field.

Samadi, Veloso and Blum,	2013



NELL:	Never-Ending	Language	Learner

•OpenEval in	the	last	iteration:
–academicfield 0.912473775634353
Anesthesiology.
–The	Department	of	Anesthesiology	is	
committed	to	excellence	in	clinical	service,	
education,	research	and	faculty	
development.	

Samadi, Veloso and Blum,	2013



NELL:	Never-Ending	Language	Learner

•OpenEval in	the	last	iteration:
–worksfor 0.9845774661303888 (charles
osgood,	cbs).
–Charles	Osgood,	often	referred	to	as	CBS	
News'	poet-in-residence,	has	been	anchor	
of	&quot;CBS News	Sunday	Morning&quot;	
since	1994.

Samadi, Veloso and Blum,	2013



It’s about the disappearance forty years ago of  Harriet Vanger, a young 
scion of one of the wealthiest families in Sweden, and about her uncle, 
determined to know the truth  about what he believes was her murder.
Blomkvist visits Henrik Vanger at his estate on the tiny island of Hedeby.
The old man draws Blomkvist in by promising solid evidence against Wennerström. 
Blomkvist agrees to spend a year writing the Vanger family history as a cover for the real 
assignment: the disappearance of Vanger's niece Harriet some 40 years earlier.  Hedeby is 
home to several generations of Vangers, all part owners in Vanger Enterprises. Blomkvist
becomes acquainted with the members of the extended Vanger family, most of whom resent 
his presence. He does, however, start a short lived affair with Cecilia, the niece of Henrik.
After discovering that Salander has hacked into his computer, he persuades her to assist
him with research. They eventually become lovers, but Blomkvist has trouble getting close 
to Lisbeth who treats virtually everyone she meets with hostility. Ultimately the two 
discover that Harriet's brother Martin,  CEO of Vanger Industries, is secretly a serial killer.
A 24-year-old computer hacker sporting an assortment of tattoos and body piercings 
supports herself by doing deep background investigations for Dragan Armansky, who, in 
turn, worries that Lisbeth Salander is “the perfect victim for anyone who wished her ill." 

Machine	Reading

This	slide	was	adapted	from	[Hady et	al.,	2011]	
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Machine	Reading

• Named	Entity	Resolution/Extraction
• Relation	Extraction
• Co-reference	and	Synonym	Resolution
• Relation	Discovery
• Inference
• Knowledge	Base	Representation
• Document/Sentence	Understanding	(Micro-
Reading)



More	on	NELL
• http://rtw.ml.cmu.edu/rtw/publications



Industrial	Approaches
• Google	Knowledge	Vault:

• “The	Knowledge	Vault	is	substantially	bigger	than	any	
previously	published	structured	knowledge	repository,	and	
features	a	probabilistic	inference	system	that	computes	
calibrated	probabilities	of	fact	correctness”.	

• 271M	facts	with	probability	of	being	true	at	(or	above)	0.9.

• It	uses	16	different	information	extraction	systems	to	extract	
(subject,	predicate,	object)	knowledge	triples	from	webpages.



Industrial	Approaches
• IBM	Watson:

• From	Wikipedia:	“Watson	is	a	question	answering	computer	
system	capable	of	answering	questions	posed	in	natural	
language,	(...)	The	computer	system	was	specifically	
developed	to	answer	questions	on	the	quiz	show	Jeopardy!	
(...)	Watson	had	access	to	200	million	pages	of	structured	and	
unstructured	content	consuming	four	terabytes	of	disk	
storage	including	the	full	text	of	Wikipedia,	but	was	not	
connected	to	the	Internet	during	the	game.	(...)		Watson	
consistently	outperformed	its	human	opponents	on	the	
game's	signaling	device,	but	had	trouble	in	a	few	categories,	
notably	those	having	short	clues	containing	only	a	few	words.”



estevam.hruschka@gmail.com

Thank you very much!
and thanks to all people from NELL, KnowItAll, YAGO  
and DBPedia projects for very nice discussions and 
suggestions. And thanks to FAPESP (Fundação de 
Amparo a Pesquisa do Estado de Sao Paulo), and thanks 
to Federal University of São Carlos and thanks to 
Carnegie Mellon University.
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